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Abstract

We investigate a system of partial differential equations modeling ion-
ized magnetized reactive gas mixtures. In this model, transport fluxes are
anisotropic linear combinations of fluid macroscopic variable gradients
and also include the effect of macroscopic electromagnetic forces. By us-
ing entropic variables, we first recast the system of conservation laws into
a partially symmetric conservative form and next into a partial normal
form, that is, in the form of a quasilinear partially symmetric hyperbolic-
parabolic system. Using a result of Vol’Pert and Hudjaev, we prove local
existence and uniqueness of a bounded smooth solution to the Cauchy
problem.

1 Introduction

Ionized magnetized reactive gas mixtures—or reactive plasmas—have many
practical applications such laboratory plasmas, high-speed gas flows or atmo-
spheric phenomena. In this paper, we investigate the structure and properties
of the corresponding systems of partial differential equations.

The kinetic theory of ionized gas mixtures can be used to obtain the equa-
tions governing high density low temperature plasmas. The resulting systems
are different according to the various characteristic lengths and times of the phe-
nomena under investigation. Assuming that there is a single temperature in the
mixture—this is the case for various practical applications—the corresponding
governing equations are derived in Ferziger and Kaper [1] and Giovangigli and
Graille [2] for general reactive polyatomic gas mixtures.

The corresponding equations—governing ionized magnetized reactive gas
mixtures—can be split into conservation equations, transport fluxes, thermo-
chemistry and Maxwell’s equations. A remarkable aspect is that the magnetic
field yields anisotropic diffusion mass fluxes, heat flux and viscous tensor. In par-
ticular, diffusion fluxes involve anisotropic linear combinations of macroscopic
fluid variable gradients as well as zeroth order terms arising from the action of



V. Giovangigli, B. Graille R.I. N0 532

macroscopic electromagnetic forces. The corresponding structural mathemat-
ical assumptions concerning thermoelectrochemistry and transport coefficients
are also derived from the kinetic theory of gases [2] and generalize the situation
of neutral species [3, 4].

The governing equations for reactive ionized magnetized gas mixtures consti-
tute a second-order quasilinear system of conservation laws. By using entropic
variables, we first recast the system into a partially symmetric conservative form
and next into a partially normal form, that is, in the form of a quasilinear par-
tially symmetric hyperbolic-parabolic system. We use the term partially sym-
metric in contrast with the neutral regime. The system of neutral gas mixtures
is indeed completely symmetric in the sense that the convective matrices which
couple together the hyperbolic and parabolic subsystems are fully symmetric
[5, 3].

For the resulting partially symmetric hyperbolic-parabolic system, we prove
existence of a unique solution to the Cauchy problem with smooth initial condi-
tions, locally in time, in the Vol’Pert space Vl(R3). Our method of proof relies
on the results of Vol’pert and Hudjaev concerning the Cauchy problem for sym-
metric quasilinear hyperbolic-parabolic composite systems of partial differential
equations [6].

The governing equations for ionized magnetized reactive gas mixtures are
presented in section 2 and the quasilinear form is obtained in section 3. In
section 4, we investigate partial symmetrizability, normal form and existence of
solutions for an abstract system. Finally, in section 5, we apply these results
to the system of partial differential equations modeling multicomponent ionized
magnetized reactive gas mixtures.

2 Equations for Ionized Magnetized Reactive
Gas Mixtures

The equations governing dissipative plasmas can be split between conservation
equations, transport fluxes, thermochemistry, and Maxwell’s equations. These
equations can be derived in the framework of the kinetic theory of gases by
using a first order Enskog expansion [1, 2].

2.1 Conservation’s Equations

We denote by S the species indexing set S = {1, . . . , ns}, ns the number of
species, nk, ρk and qk the number of moles, the mass and the charge per unit
volume of the kth species and mk the molar mass of the kth species.

The species mass conservation equations read

∂tρk + ∂x·(ρkv) + ∂x·(Fk) = mkωk, k ∈ S, (2.1)

where v is the macroscopic velocity of the mixture, Fk the diffusion flux and ωk
the chemical source term of the kth species.
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The following equation expresses momentum conservation

∂t(ρv) + ∂x·(ρv⊗v + pI) + ∂x·Π = ρg + qE + J∧B, (2.2)

with ρ the total mass per unit volume, p the pressure, I the 3 by 3 unit tensor,
Π the viscous stress tensor, q the total charge per unit volume, E the electric
field, B the magnetic field, g a species independent external force and J the
total electric current density defined by J = j + qv with j the conduction
current density

We introduce the fluid energy per unit mass ef which is defined by ef =
e+v·v/2, where e is the internal energy per unit mass. The energy conservation
equation written in terms of ef reads

∂t(ρe
f) + ∂x·

[(
ρef + p

)
v
]

+ ∂x·(Q+Π·v) = ρg·v + J ·E, (2.3)

where Q is the heat flux.

2.2 Transport Fluxes

A remarkable aspect of dissipative plasmas is that transport fluxes in strong
magnetic fields are anisotropic [7, 1, 2]. In order to express these anisotropic
transport fluxes, we define the unitary vector B = B/B, where B is the norm of
the magnetic field B, and for any vector X, we introduce the three associated
vectors

X‖ = (B·X)B, X⊥ = X −X‖ and X� = B∧X,

which are mutually orthogonal X⊥·X‖ = 0, X�·X‖ = 0, X⊥·X� = 0. In
addition, for any vectorsX and Y , we have the relationsX⊥·Y �+X�·Y ⊥ = 0
and X⊥·Y ⊥ = X�·Y �.

The diffusion flux Fk, k ∈ S, is given by

Fk = ρkVk, k ∈ S, (2.4)

where the diffusion velocity Vk, k ∈ S, reads

Vk = −
∑

l∈S

D
‖
kl

(
d
‖
l + χ

‖
l (∂x log T )‖

)

−
∑

l∈S

D⊥kl
(
d⊥l + χ⊥l (∂x logT )⊥ + χ�l (∂x logT )�

)

−
∑

l∈S

D�kl
(
d�l + χ⊥l (∂x logT )� − χ�l (∂x logT )⊥

)
. (2.5)

and where the species diffusion driving force dk, k ∈ S, is given by

dk =
1

p
[∂xpk − ρkg − qk(E + v∧B)] . (2.6)

In these expressions, D
‖
kl, D

⊥
kl and D�kl, k, l ∈ S, are the multicomponent dif-

fusion coefficients, χ
‖
k, χ⊥k and χ�k , k ∈ S, the thermal diffusion ratios, T the

3
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absolute temperature and pk, k ∈ S, the partial pressure of the kth species.
The corresponding conduction current density j reads

j =
∑

k∈S

qkVk. (2.7)

Note that for neutral gases, the charges qk, k ∈ S, vanish and we recover

the classical expressions since we then have D
‖
kl = D⊥kl, D

�
kl = 0, k, l ∈ S,

χ
‖
k = χ⊥k , χ�k = 0, k ∈ S, so that the diffusion velocities Vk, k ∈ S, read
Vk = −∑l∈SDkl(dl + χl∂x logT ) [3]. For ionized gases, however the diffusion
coefficients are different according to the three spatial directions as a conse-
quence of anisotropy. We also observe that the species diffusion driving forces
dk, k ∈ S, contain an additional term due to the macroscopic electromagnetic
force qk(E + v∧B). Moreover, although our formalism uses the unitary vec-
tor B = B/B, the fluxes behave smoothly as B goes to zero as shown in the
following sections thanks to the properties of the transport coefficients.

The expression of the heat flux is

Q = −λ‖(∂xT )‖ − λ⊥(∂xT )⊥ − λ�(∂xT )�

+p
∑

k∈S

(
χ̂
‖
kV
‖
k + χ̂⊥k V

⊥
k + χ̂�k V

�
k

)
+
∑

k∈S

ρkhkVk, (2.8)

where hk is the enthalpy per unit mass of the kth species, λ‖, λ⊥ and λ� the

thermal conductivities, and χ̂
‖
k, χ̂⊥k and χ̂�k other thermal diffusion ratios, where

we distinguish as well the coefficients according to the three spatial directions.
We likewise note that expression (2.8) of the heat flux coincides with that for

neutral gases since λ‖ = λ⊥, λ� = 0, χ̂
‖
k = χ̂⊥k , χ̂�k = 0, k ∈ S, when the charges

qk, k ∈ S, vanish and the heat flux then reads Q = −λ∂xT +
∑

k∈S(pχk +
ρkhk)Vk [3]. Moreover, the heat flux is smooth as B goes to zero as shown in
the following thanks to the properties of the transport coefficients.

In order to simplify the writing of the transport properties, we define the
real matrices D‖, D⊥, D�, and the real vectors χ̂‖, χ‖, χ̂⊥, χ⊥, χ̂�,χ�, θ̂‖, θ‖,
by

D� = (D�kl)k,l∈S, χ̂� = (χ̂�k)k∈S, χ� = (χ�k)k∈S,

where � denotes any symbol in {‖,⊥,�}, the real vectors θ̂⊥, θ⊥, θ̂�, θ�, by
the following linear systems

θ‖ = D‖χ‖, θ⊥ + iθ� = (D⊥+iD�)(χ⊥+iχ�),

θ̂‖ = D‖Tχ̂‖, θ̂⊥ + iθ̂� = (D⊥+iD�)T(χ̂⊥+iχ̂�),

and the real coefficients λ̂‖, λ̂⊥, λ̂� by

λ̂‖ = λ‖ + p
T χ̂
‖TD‖χ‖,

λ̂⊥+iλ̂� = λ⊥+iλ� + p
T (χ̂⊥+iχ̂�)T(D⊥+iD�)(χ⊥+iχ�).
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The viscous stress tensor can be written in the form

Π = −κ(∂x·v)I− η1S− η2(T(B)S− ST(B))

−η3(−T(B)ST(B) + BTSBB⊗B)

−η4(S B⊗B + B⊗B S− 2BTSBB⊗B)

−η5(B⊗B S T(B)−T(B) S B⊗B), (2.9)

where B = B/B, κ is the volume viscosity, and η1, η2, η3, η4, η5 are the
shear viscosities. In this expression we have denoted by S the strain symmetric
traceless two order tensor

S = ∂xv + ∂xv
T − 2

3 (∂x·v)I,

where T denotes the transposition, and by T(a) the antisymmetric matrix de-
fined for any vector a = (a1, a2, a3)T by

T(a) =




0 −a3 a2

a3 0 −a1

−a2 a1 0


 .

We define for convenience the vectors Ti(a), i ∈ C, as the ith column of the
matrix T(a) so that

T1(a) = (0, a3,−a2)T, T2(a) = (−a3, 0, a1)T, and T3(a) = (a2,−a1, 0)T.

For neutral gases, the expression (2.9) of the viscous stress tensor becomes
Π = −κ(∂x·v)I − η1S as we have η2 = η3 = η4 = η5 = 0. The viscous stress
tensor then reads as a linear combination of the identity matrix I and the strain
tensor S, and, for ionized gases, as a linear combination of the identity matrix
and all the symmetric traceless two order tensors built from the strain tensor S
and the antisymmetric rotation tensor T(B) associated with the magnetic field
B. Furthermore, the viscous stress tensor behave smoothly as B goes to zero
as shown in the following thanks to the properties of the transport coefficients.

2.3 Chemical source term Expression

We consider nr elementary reversible reactions among the ns species which can
be formally written as

∑

k∈S

νf
kr Mk �

∑

k∈S

νb
kr Mk, r ∈ R,

where Mk is the chemical symbol of the kth species, νf
kr and νb

kr are the forward
and the backward stoichiometric coefficients of the kth species in the rth reaction,
respectively, and R = {1, . . . , nr} is the set of reaction indexes.

The Maxwellian production rates given by the kinetic theory can be written

ωk =
∑

r∈R

(νb
kr − νf

kr)τr, k ∈ S, (2.10)

5
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where τr is the rate of progress of the rth reaction. The rates of progress are
given by the symmetric expression [3]

τr = Ks
r

(
exp 〈νf

r,Mµ〉 − exp 〈νb
r ,Mµ〉

)
, (2.11)

where νf
r = (νf

1r, . . . , ν
f
nsr)

T, νb
r = (νb

1r, . . . , ν
b
nsr)

T, µ = (µ1, . . . , µns)
T, with µk,

k ∈ S, the species reduced chemical potential, M, the diagonal matrix defined
by M = diag(m1, . . . ,mns) and Ks

r is the symmetric reaction constant. This
symmetric formulation of the rates of progress is obtained by using the funda-
mental reciprocal relation between forward and backward reaction constants [8]
that can be deduced from the kinetic theory [3].

2.4 Thermodynamics

Thermodynamics obtained in the framework of the kinetic theory of gases is
valid out of equilibrium and has, therefore, a wider range of validity than classi-
cal thermodynamics introduced for stationary homogeneous equilibrium states.
The formalism obtained from the kinetic theory still coincides with the Gibbs
formalism applied to intensive variables [3].

The total mass per unit volume ρ, the total charge per unit volume q, and
the total pressure p can be written in the form

ρ =
∑

k∈S

ρk, q =
∑

k∈S

qk, p =
∑

k∈S

pk,

where the species partial pressure pk, k ∈ S, is given by pk = rkρkT = nkRT ,
with rk = R/mk, R the perfect gas constant.

The internal energy e and the enthalpy h per unit mass can be decomposed
into

ρe =
∑

k∈S

ρkek, ρh =
∑

k∈S

ρkhk =
∑

k∈S

ρk(ek + rkT ),

where ek and hk are the internal energy and the enthalpy per unit mass of the
kth species and T the temperature. Internal energy’s expression is

ek(T ) = est
k +

∫ T

T st

cv,k(τ) dτ,

where est
k = ek(T st) is the formation energy of the kth species at the positive

standard temperature T st and cv,k is the constant-volume specific heat of the
kth species. The constant-volume and constant-pressure specific heats verify

ρcv =
∑

k∈S

ρkcv,k, ρcp =
∑

k∈S

ρkcp,k =
∑

k∈S

ρk(cv,k + rk).

The entropy s per unit mass can be expressed in terms of the species en-
tropies sk, k ∈ S, from the relation

ρs =
∑

k∈S

ρksk,

6
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with

sk(T, ρk) = sst
k +

∫ T

T st

cv,k(τ)

τ
dτ − rk log

(
ρk

mkγst

)
,

where γst = pst/(RT st) is the standard concentration, that is, the concentration
at the standard state T st, pst. Similarly, we can express the Gibbs function g per
unit mass in terms of the species Gibbs functions gk, k ∈ S, from the relation

ρg =
∑

k∈S

ρkgk,

where gk is given by gk = hk − Tsk. We finally define the species reduced
chemical potential µk by µk = gk/(RT ). The species Gibbs functions gk and
the species reduced chemical potential µk, k ∈ S, are functions of ρk and T .
We can classically write

gk(ρk, T ) = guk (T ) + rkT lognk, µk(ρk, T ) = µuk(T ) +
1

mk
lognk,

with guk , k ∈ S, the species unitary Gibbs functions and µuk , k ∈ S, the species
unitary reduced chemical potentials.

2.5 Maxwell’s Equations

The electric and magnetic fields satisfy the four Maxwell’s equations

∂x·E =
q

ε0
, (2.12)

∂x∧E = −∂tB, (2.13)

∂x·B = 0, (2.14)

∂x∧B = µ0(J + ε0∂tE), (2.15)

where ε0 is the dielectric constant and µ0 the magnetic permeability. It is well
known that if the first and the third equations are verified at initial time t = 0,
the two others insure that they hold at all time.

2.6 Mathematical assumptions

We describe in this subsection the mathematical assumptions concerning ther-
moelectrochemistry and transport coefficients. These assumptions are obtained
from the kinetic theory [2] and are not enough intuitive to be guessed empiri-
cally.

The species of the mixture are assumed to be constituted by neutral atoms
and electrons. We denote by A = {1, . . . , na} the atoms indexing set, by na the
number of atoms in the mixture, by m̃l, l ∈ A, the atom masses and by akl the
number of lth atoms in the kth species. We define ak0 as the number of electrons
in the kth species and for notational convenience, A = A ∪ {0} = {0, . . . , na}.
We also introduce the atomic vectors al, l ∈ A, defined by al = (a1l, . . . , ansl)

T,

7
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l ∈ A, and the electron vector a0, by a0 = (a10, . . . , ans0)T. Finally, we define κ,
as the absolute value of charge per unit mole for electrons.

We now define the reaction vectors by νr = (ν1r, . . . , νnsr)
T, r ∈ R, where

νkr = νb
kr−νf

kr, k ∈ S, so that νr = νb
r −νf

r, and we denote by R the linear space
spanned by νr, r ∈ R. We also define the molar mass vector m = (m1, . . . ,mns)

T,
the mass vector per unit volume % = (ρ1, . . . , ρns)

T, the charge vector per unit
mass z = (z1, . . . , zns)

T, the charge vector per unit volume q = (q1, . . . , qns)
T,

and the unit vector u = (1, . . . , 1)T. We also have the relation qk = ρkzk, k ∈ S.

2.6.1 Assumption on thermoelectrochemistry

In all this paper, we assume that the following assumptions (Th1-Th4), which
are derived from the kinetic theory, hold.

(Th1) The species molar masses mk, k ∈ S, and the gas constant R are pos-
itive constants. The formation energies est

k , k ∈ S, and the formation
entropies sst

k , k ∈ S, are constants. The specific heats cv,k, k ∈ S, are
C∞ functions of T > 0. Furthermore, there exist positive constants cv
and cv with 0 < cv 6 cv,k(T ) 6 cv, for T > 0 and k ∈ S.

(Th2) The stoichiometric coefficients ν f
kr and νb

kr, k ∈ S, r ∈ R, and the
atomic coefficients akl, k ∈ S, l ∈ A, are nonnegative integers. The
numbers of electrons ak0, k ∈ S, are integers. The atomic vectors al,
l ∈ A, and the reaction vectors νr, r ∈ R, satisfy the conservation
relations 〈νr, al〉 = 0, r ∈ R, l ∈ A. This relation expresses atom
conservation for l ∈ A and charge conservation for l = 0.

(Th3) The atom masses m̃l, l ∈ A, and the electron mass m̃0 are positive
constants. Moreover, the species molar masses mk, k ∈ S, are given by

mk =
∑

l∈A

m̃lakl + m̃0ak0, k ∈ S.

These relations can be written in vector form

m =
∑

l∈A

m̃lal + m̃0a0.

We also have the proportionality relation between the species charge per
unit volume qk, k ∈ S, and the number of electrons in the kth species,
qk = −κak0nk, k ∈ S, where κ is a positive constant which represents
the absolute value of charge per unit mole for electrons. This propor-
tionality relation is equivalent to zk = −κak0/mk, k ∈ S.

(Th4) The rate constants Ks
r, r ∈ R, are C∞ positive functions of T > 0.

8
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2.6.2 Assumptions on transport coefficients

In this subsection, we introduce a set of assumptions concerning the transport
coefficients derived from the kinetic theory [2].

(Tr1) The flux diffusion coefficients D
‖
kl, D

⊥
kl and BD�kl, k, l ∈ S, the thermal

diffusion ratios χ
‖
k, χ⊥k , Bχ�k , χ̂

‖
k, χ̂⊥k and Bχ̂�k , k ∈ S, the volume vis-

cosity κ, the shear viscosities η1, Bη2, η3, η4, Bη5 and the thermal con-
ductivities λ‖, λ⊥ and Bλ� are C∞ functions of (T, %,B) for T > 0,
% > 0 and B ∈ R3, where B is the norm of the magnetic field B.

Moreover, the coefficients D
‖
kl, k, l ∈ S, do not depend on the magnetic

field B and we can write D⊥kl−D
‖
kl = B2φ⊥kl(B

2) and D�kl = Bφ�kl(B
2),

where φ⊥kl and φ�kl, k, l ∈ S, are C∞([0,∞),R) functions. The coeffi-

cients χ
‖
k, χ̂

‖
k, k ∈ S, do not depend on the magnetic field B and we can

write χ⊥k − χ
‖
k = B2ψ⊥k (B2), χ̂⊥k − χ̂

‖
k = B2ψ̂⊥k (B2), χ�k = Bψ�k (B2)

and χ̂�k = Bψ̂�k (B2), where ψ⊥k , ψ̂⊥k , ψ�k and ψ̂�k are C∞([0,∞),R)
functions. The coefficient λ‖ does not depend on the magnetic field B
and we can write λ⊥ − λ‖ = B2ς⊥(B2) and λ� = Bς�(B2), where
ς⊥ and ς� are C∞([0,∞),R) functions. Lastly, we have η1 = ϕ1(B2),
η2 = Bϕ2(B2), η3 = B2ϕ3(B2), η4 = B2ϕ4(B2), η5 = B3ϕ5(B2) and
2η4 − η3 = B4ϕ6(B2), where ϕα, α ∈ {1, . . . , 6}, are C∞([0,∞),R)
functions.

(Tr2) Thermal conductivities λ‖ and λ⊥ are positive functions. The volume
viscosity κ is a nonnegative function and the shear viscosities η1, η2,
η3, η4, η5 verify η1 + η4 > 0, η1 + η3 > 0, η1 − η3 > 0.

(Tr3) The matrices A‖, A⊥ and A� defined by

A� =

[
T
p λ̂
� θ̂�T

θ� D�

]
, � ∈ {‖,⊥,�},

verify 〈A‖x, x〉 > 0 and 〈A⊥x, x〉 + 〈A⊥y, y〉 + 〈A�x, y〉 − 〈x, A�y〉 > 0,
for x, y ∈ Rns+1. Moreover, 〈A‖x, x〉 = 0 if, and only if, the vector x is
proportional to the vector (0, %T)T and 〈A⊥x, x〉+ 〈A⊥y, y〉 + 〈A�x, y〉 −
〈x, A�y〉 = 0 if, and only if, both vectors x and y are proportional to the
vector (0, %T)T.

2.7 Entropy production

The entropy per unit mass s satisfies the following conservation equation

∂t(ρs) + ∂x·(ρsv) + ∂x·
(
Q

T
−
∑

k∈S

gk
T
ρkVk

)
= Υ, (2.16)

9
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where Υ is the entropy production term given by

Υ = −
∑

k∈S

gkmkωk
T

− Π:∂xv

T
−
(
Q−

∑

k∈S

ρkhkVk

)
·∂xT
T 2
−
∑

k∈S

p

T
Vk·dk.

(2.17)
The entropy production term Υ can be split into a sum of nonnegative terms

and this property is important from several points of view. From a thermody-
namical point of view, it shows that the macroscopic model satisfies the second
principle, inherited from the kinetic model. From a mathematical point of view,
entropy also plays a central role in establishing well posedness of the resulting
system of partial differential equations. In order to establish that the entropy
production term splits into a sum of nonnegative terms, we use the various as-
sumptions on transport coefficients that have been given in the previous section.

Using Eqs (2.10), (2.11) the entropy production due to chemistry is easily
rewritten in the form

−
∑

k∈S

gkmkωk
T

=
∑

r∈R

RKs
r

(
exp 〈νf

r,Mµ〉 − exp 〈νb
r ,Mµ〉

)
log

[
exp 〈νf

r,Mµ〉
exp 〈νb

r ,Mµ〉

]

Assumptions (Th1) and (Th4) on the positivity of constants R, Ks
r, r ∈ R, yield

that the entropy production due to chemistry is nonnegative.
Furthermore, the entropy production due to viscous effects reads

− 1
TΠ:∂xv = κ

T (∂x·v)2 + 2(η1 + η4) Tr(p‖Sp⊥p⊥Sp‖)

+ (η1 + η3)[(Tr(p‖Sp‖))2 + 1
2 (Tr(p⊥Sp⊥))2]

+ (η1 − η3)[Tr(p⊥Sp⊥p⊥Sp⊥)− 1
2 (Tr(p⊥Sp⊥))2],

where Tr(A) denotes the trace of a tensor A, p‖ the orthogonal projection with
range spanned by the vector B and p⊥ = I− p‖ the orthogonal projection with
kernel spanned by the vector B. According to assumption (Tr2) on the volume
viscosity κ and the shear viscosities η1, η2, η3, η4, η5, we have to investigate the
sign of the following quantities

Tr(p‖Sp⊥p⊥Sp‖), (Tr(p‖Sp‖))2 + 1
2 (Tr(p⊥Sp⊥))2,

Tr(p⊥Sp⊥p⊥Sp⊥)− 1
2 (Tr(p⊥Sp⊥))2,

to prove the nonnegativity of the entropy production due to viscous effects. As
these expressions are invariant under a change of coordinates, we choose an
orthonormal basis (e1, e2, e3) such as e1 is proportional to the vector B. In this
situation, we then obtain

Tr(p‖Sp⊥p⊥Sp‖) = S2
12 + S2

13,

(Tr(p‖Sp‖))2 + 1
2 (Tr(p⊥Sp⊥))2 = S2

11 + 1
2 (S22 + S33)2,

and

Tr(p⊥Sp⊥p⊥Sp⊥)− 1
2 (Tr(p⊥Sp⊥))2 = 2S2

23 + 1
2 (S22 − S33)2,

10
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so that − 1
TΠ:v is nonnegative and is zero if and only if S is zero.

We finally show that the entropy production term involving the heat flux
and the diffusion velocities

Υv = −
(
Q−

∑

k∈S

ρkhkVk

)
·∂xT
T 2
−
∑

k∈S

p

T
Vk·dk,

is nonnegative. By using expressions (2.5) and (2.8) of Vk, k ∈ S, and Q, we
can write

Υv =
p

T

∑

i∈S

[
〈A‖x‖i , x

‖
i 〉+ 1

2 〈A⊥x⊥i , x
⊥
i 〉+ 1

2 〈A⊥x�i , x
�
i 〉

+ 1
2 〈A�x⊥i , x

�
i 〉 − 1

2 〈x⊥i , A�x�i 〉
]
,

with x�i =
(

1
T ((∂xT )�)i, (d

�
1)i, . . . , (d

�
ns)i
)
T, for � ∈ {‖,⊥,�} and i ∈ C. By

using assumption (Tr3), we immediately obtain that the last term involving the
heat flux and the diffusion velocities is nonnegative.

2.8 Alternative formulations

The resulting balance equations describing the fluid (2.1)–(2.3) and Maxwell’s
equations (2.13) (2.15) are not in a conservative form. The source terms contain
in particular the electric current density J . We now discuss three different
formulations of these equations by recombination with Maxwell’s equations.

We define the electromagnetic energy per unit mass ee by ρee = (ε0E
2 +

B2/µ0)/2, the Poynting vector P by P = (E∧B)/µ0 and the electromagnetic
force tensor T by T = ε0E⊗E +B⊗B/µ0 − (ε0E·E +B·B/µ0)/2 I. By using
Maxwell’s equations, we obtain the electromagnetic momentum conservation
equation

∂t(ε0µ0P )− ∂x·T = −qE − J∧B, (2.18)

and the electromagnetic energy conservation equation

∂t(ρe
e) + ∂x·P = −J ·E. (2.19)

Combining equation (2.18) with the momentum conservation equation (2.2)
yields the total momentum conservation equation

∂t(ρv + ε0µ0P ) + ∂x·(ρv⊗v + pI− T) = ρg, (2.20)

and combining equation (2.19) with the kinetic and internal energy conservation
equation (2.3) yields the total energy conservation equation

∂t(ρe
t) + ∂x·[(ρet + p)v ] + ∂x·(Q+Π·v) = ρg·v , (2.21)

where the total energy per unit mass et is defined by

ρet = ρef + ρee = ρe+ 1
2ρv ·v + 1

2 (ε0E·E + 1
µ0
B·B).

11
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Various systems of balance equations coupled with Maxwell’s equations can
then be considered. These systems are formally equivalent but their mathe-
matical structures are different. The first one corresponds to the original fluid
conservation equations





∂tρk + ∂x·(ρkv) + ∂x·(Fk) = mkωk, k ∈ S,

∂t(ρv) + ∂x·(ρv⊗v + pI) + ∂x·Π = ρg + qE + J∧B,

∂t(ρe
f) + ∂x·

[(
ρef + p

)
v
]

+ ∂x·(Q+Π·v) = ρg·v + J ·E.
(2.22)

A second possibility is the conservative formulation





∂tρk + ∂x·(ρkv) + ∂x·(Fk) = mkωk, k ∈ S,

∂t(ρkv + ε0µ0P ) + ∂x·(ρv⊗v + pI− T) = ρg,

∂t(ρe
t) + ∂x·[(ρet + p)v ] + ∂x·(Q+Π·v) = ρg·v .

(2.23)

A last possibility is of intermediate form





∂tρk + ∂x·(ρkv) + ∂x·(Fk) = mkωk, k ∈ S,

∂t(ρv) + ∂x·(ρv⊗v + pI) + ∂x·Π = ρg + qE + J∧B,

∂t(ρe
t) + ∂x·[(ρet + p)v ] + ∂x·(Q+Π·v) = ρg·v .

(2.24)

The first system (2.22) is not satisfactory since the Hessian of −ρs with re-
spect to the corresponding conservative variable (ρ1, . . . , ρns , ρv

T,ET,BT, ρef)T

is not positive definite. Applying the existence results of section 4 to this formu-
lation would nevertheless be possible by considering the modified mathematical
entropy −ρs + ε0E·E + 1

µ0
B·B.

The formulation (2.23) is at first appealing, since in the absence of exter-
nal force g = 0, the equations are fully conservative. However, this is of no
use since the resulting full coupled system still contain source terms in the
Maxwell-Ampere equation (2.15). These source terms even involve the solution
gradients through the conduction current density j. In addition, the correspond-
ing calculations of symmetrized forms are very intricate and complex, but the
mathematical structure of the resulting system is identical to that of the third
formulation (2.24). Moreover, the corresponding partial normal forms coincide
with those of the third formulation (2.24) and lead to the same existence results.

The presented formulation is therefore the third one corresponding to the
intermediate form (2.24). The Hessian of the natural entropy −ρs with respect
to the corresponding conservative variable (ρ1, . . . , ρns , ρv

T,ET,BT, ρet)T is pos-
itive definite and the calculations of symmetrized forms are not so complicated
as for the second formulation because the equations are less coupled. And by
abuse of language, we describe the variables ρk, ρv , ρet, E and B as the con-
servative variables even if the system written in term of these variables is not
into a full conservative form.

12
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3 Quasilinear Form

In this section, we rewrite the system of equations governing reactive ionized
magnetized dissipative plasmas as a quasilinear system of second-order partial
differential equations in terms of the conservative variable U.

3.1 Vector Notations

In this section, we introduce a compact notation that will be used throughout
this paper. We define the conservative variable U by

U =
(
%T, ρvT,ET,BT, ρet

)
T, (3.1)

and the natural variable Z by

Z =
(
%T,vT,ET,BT, T

)
T. (3.2)

The components of U naturally appear in the system of partial differential equa-
tions governing ionized magnetized gas mixtures. On the other hand, the com-
ponents of the natural variable Z are more practical to use in actual calculations
of differential identities.

The conservation equations can be written in the compact form

∂tU +
∑

i∈C

∂iFi +
∑

i∈C

∂iF
diss
i = Ωj , (3.3)

where C denotes the set {1, 2, 3}, Fi, i ∈ C, the convective flux in the ith direction,
Fdiss
i , i ∈ C, the dissipative flux in the ith direction and Ωj the source term. The

exponent j is used here to indicate that the source term depends on the macro-
scopic gradients throw the current density j, because of the Maxwell-Ampère
equation (2.15). From the conservation equations (2.1)–(2.3) and Maxwell’s
equations (2.13) (2.15) it is easily obtained that the source term Ωj is given by

Ωj =
(
m1ω1, . . . ,mnsωns , (ρg + qE + J∧B)T,− 1

ε0
JT, 01,3, ρg·v

)T
, (3.4)

the convective flux Fi by

Fi =
(
%Tvi, ρv

Tvi + pei
T,− 1

ε0µ0
(ei∧B)T, (ei∧E)T, (ρef + p)vi + Pi

)T
, (3.5)

and the dissipative flux Fdiss
i by

Fdiss
i = Fdiff

i + Fvisc
i , (3.6)

where Fvisc
i , the viscous flux, and Fdiff

i , the diffusion flux, are defined by

Fvisc
i = (01,ns ,Πi, 01,3, 01,3,Πi·v)T (3.7)

and

Fdiff
i =

(
F1i, . . . ,Fnsi, 01,3, 01,3, 01,3, Qi

)T
. (3.8)

For notational convenience, we have denoted by Πi the ith rows extracted from
the stress tensor Π and by ei, i ∈ C, the canonical basis vectors of R3.

13
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3.2 The map Z 7→ U

In order to express the natural variable Z in terms of the conservative variable
U, we investigate the map Z 7→ U and its range. We introduce the two open
sets OZ and OU defined by

OZ = (0,∞)
ns×R3×R3×R3×(0,∞)

and
OU = {(ui) ∈ Rn

s+10 : u1, . . . , uns > 0, uns+10 > f(ui)},
where f is the map from (0,∞)

ns×R9 onto R which reads

f(ui) =
1

2




ns+3∑
i=ns+1

u2
i

ns∑
i=1

ui

+ ε0

ns+6∑

i=ns+4

u2
i +

1

µ0

ns+9∑

i=ns+7

u2
i


+

ns∑

i=1

uie
0
i .

Proposition 3.1 The map Z 7→ U is a C∞ diffeomorphism from the open set
OZ onto the open set OU. Furthermore, OU is a convex open set.

Proof From assumption (Th1) on the coefficients cv,k, k ∈ S, we first deduce
that the map Z 7→ U is C∞ over the domain OZ. Furthermore, it is straightfor-
ward to show that the map is one to one from OZ onto OU by using the positivity
of the coefficients cv,k, k ∈ S. The matrix ∂ZU, given in a bloc structure by

∂ZU =




Ins,ns 0ns,3 0ns,3 0ns,3 0ns,1
v⊗u ρI 03,3 03,3 03,1

03,ns 03,3 I 03,3 03,1

03,ns 03,3 03,3 I 03,1

efT ρvT ε0E
T 1

µ0
BT ρcv



,

where we have introduced the vector ef defined by ef =
(
ef

1, . . . , e
f
ns
)
T, is readily

nonsingular over OZ, thanks to its triangular structure. From the inverse func-
tion theorem, we deduce that the map Z 7→ U is a C∞ diffeomorphism onto OU.
The convexity of OU is finally a direct consequence of the convexity of f , which
is established by evaluating its second derivative. �

3.3 Quasilinear form

Proposition 3.2 The convective fluxes Fi(U), i ∈ C, are C∞ functions of U ∈
OU, the dissipative fluxes Fdiss

i (U,∂xU), i ∈ C, are C∞ functions of U ∈ OU

and ∂xU ∈ R3(ns+10), j ∈ C, and the source term Ωj(U, j) is a C∞ function of
U ∈ OU and j ∈ R3. Moreover, the system of partial differential equations (3.3)
can be rewritten in the form

∂tU +
∑

i∈C

[Ai(U) + Ae
i (U)] ∂iU =

∑

i,j∈C

∂i [Bij(U) ∂jU] + Ω(U), (3.9)

14
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where matrices Ai(U), Ae
i (U), i ∈ C, Bij(U), i, j ∈ C, and vector Ω(U) are C∞

functions of U ∈ OU. Moreover we have

Fdiss
i (U,∂xU) = −

∑

j∈C

(
Bij(U)∂jU + Fe

ij(U)
)
, i ∈ C,

Ωj(U, j) = Ω(U) +
∑

i∈C

Ae,Ω
i (U)∂iU,

Ai(U) = ∂UFi(U), Ae
i (U) = −

∑

j∈C

∂UFe
ij(U)− Ae,Ω

i (U), i ∈ C,

where the matrices Ae,Ω
i (U), i ∈ C, are C∞ functions of U ∈ OU.

We observe a fundamental difference between neutral and ionized mixtures.
For neutral mixtures, the dissipative terms Fdiss

i , i ∈ C, are linear combinations
of gradients and the terms Fe

ij , i, j ∈ C vanish [3]. For ionized mixtures, the

dissipative terms Fdiss
i , i ∈ C, still involve linear combinations of gradients but

in addition, also contain the zeroth-order terms Fe
ij , i, j ∈ C, arising from the

action of macroscopic electromagnetic forces over the ionized species. Moreover
the source term Ωj depends not only on U but also on the gradient ∂xU through
the conduction current j appearing in Maxwell’s equations.

Proof We first remark that it is easier to differentiate with respect to Z than
to U. By using expression (3.5) of vectors Fi, i ∈ S, and assumption (Th1) on
the regularity of specific heats cv,k, k ∈ S, we immediately obtain that vectors
Fi(Z), i ∈ S, are C∞ functions of Z ∈ OZ.

We write Fdiss
i = Fdiff

i + Fvisc
i , i ∈ C, and we treat the two terms separately,

the first one Fdiss
i corresponding to the dissipative term and the second one Fvisc

i

to the viscous term. The transport fluxes Π, Fk, k ∈ S and Q naturally split
into a sum of gradients of the natural variable Z and a sum of zeroth order
terms. In particular the term Fdiff

i can be written

Fdiff
i = −

∑

j∈C

(
B̂diff
ij ∂jZ + Fe

ij

)
, (3.10)

where the matrices B̂diff
ij and the vectors Fe

ij , i, j ∈ C, are defined by

B̂diff
ij = BiBjB̂

‖ + (δij −BiBj)B̂⊥ + Tij(B)B̂�, (3.11)

Fe
ij = −

[
BiBjF

e‖ + (δij −BiBj)Fe⊥ + Tij(B)Fe�
]

(E + v∧B)j . (3.12)

The matrices B̂‖, B̂⊥ and B̂� have the structure

B̂� =
T

p




B̂�%,% 0ns,3 0ns,3 0ns,3 B̂�%,e
03,ns 03,3 03,3 03,3 03,1

03,ns 03,3 03,3 03,3 03,1

03,ns 03,3 03,3 03,3 03,1

B̂�e,% 01,3 01,3 01,3 B̂�e,e



, � ∈ {‖,⊥,�}. (3.13)

15
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The coefficients corresponding to � =‖ read

B̂‖%,% = D‖% dr
%,

B̂‖%,e = D‖%
(

1
T 2κ‖+ 1

T r
)
,

B̂‖e,% = (κ̂‖+h)TD‖% dr
%,

B̂‖e,e =
p

T
λ‖ + (κ̂‖+h)TD‖%

(
1
T 2κ‖+ 1

T r
)
,

those corresponding to � =⊥

B̂⊥%,% = D⊥% dr
%,

B̂⊥%,e = D⊥%
(

1
T 2κ⊥+ 1

T r
)
− 1

T 2D
�
% κ�,

B̂⊥e,% = (κ̂⊥+h)TD⊥% dr
% − κ̂�TD�% dr

%,

B̂⊥e,e =
p

T
λ⊥ + (κ̂⊥+h)TD⊥%

(
1
T 2κ⊥+ 1

T r
)

− 1
T 2

(
κ̂�TD⊥% κ�+κ̂�TD�% (κ⊥+T r)+(κ̂⊥+h)TD�% κ�

)
,

and those corresponding to � = �

B̂�%,% = D�% dr
%,

B̂�%,e = D�%
(

1
T 2κ⊥+ 1

T r
)

+ 1
T 2D

⊥
% κ�,

B̂�e,% = (κ̂⊥+h)TD�% dr
% + κ̂�TD⊥% dr

%,

B̂�e,e =
p

T
λ� + (κ̂⊥+h)TD�%

(
1
T 2κ⊥+ 1

T r
)

+ 1
T 2

(
−κ̂�TD�% κ�+κ̂�TD⊥% (κ⊥+T r)+(κ̂⊥+h)TD⊥% κ�

)
,

where r = (r1, . . . , rns)
T, h = (h1, . . . , hns)

T, and where we have defined the
ns×ns square matrices D�% , � ∈ {‖,⊥,�}, by (D�% )

k,l
= D�klρkρl, k, l ∈ S, and

the vectors κ� and κ̂�, � ∈ {‖,⊥,�}, by κ�k = p/ρk χ
�
k and κ̂�k = p/ρk χ̂

�
k,

k ∈ S.
We finally express the vectors Fe‖, Fe⊥ and Fe� by

Fe� =
1

p

[
Fe�
% 01,3 01,3 01,3 Fe�

e

]
T, � ∈ {‖,⊥,�}, (3.14)

where

Fe�
% = D�% z,

Fe‖
e = (κ̂‖+h)TD‖% z,

Fe⊥
e = (κ̂⊥+h)TD⊥% z− κ̂�TD�% z,

Fe�
e = (κ̂⊥+h)TD�% z + κ̂�TD⊥% z,

where z = (z1, . . . , zns)
T.
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In order to investigate the regularity of Fdiff
i (U,∂xU), i ∈ C, we prove that

the matrices B̂diff
ij (Z) and the vectors Fe

ij(Z), i, j ∈ C, are C∞ functions of Z ∈ OZ.

We can rewrite matrices B̂diff
ij , i, j ∈ C, in the form

B̂diff
ij = δijB̂

⊥ + BiBj(B̂‖ − B̂⊥) + Tij(B)B̂�.

By using (Th1) and (Tr1), we immediately obtain that the matrix B̂⊥ is a C∞
function of Z ∈ OZ, that the matrix B̂‖−B̂⊥ reads B2Φ1(Z) and that the matrix

B̂� reads BΦ2(Z), where Φ1(Z) and Φ2(Z) are C∞ functions of Z ∈ OZ. These

properties imply that the matrices B̂diff
ij (Z), i, j ∈ C, are C∞ functions of Z ∈ OZ,

since

B̂diff
ij (Z) = δijB̂

⊥(Z) + BiBjΦ1(Z) + Tij(B)Φ2(Z),

thanks to B = BB. Similarly the vectors Fe
ij , i, j ∈ C, can be rewritten in the

form

Fe
ij = −

[
δijF

e⊥ + BiBj(Fe‖ − Fe⊥) + Tij(B)Fe�
]

(E + v∧B)j .

By using (Th1) and (Tr1), we obtain that the vector Fe⊥ is a C∞ function of
Z ∈ OZ, the vector Fe‖ − Fe⊥ reads B2Φ3(Z) and the vector Fe� reads BΦ4(Z),
where Φ3(Z) and Φ4(Z) are C∞ functions of Z ∈ OZ. As a consequence we
deduce that the vectors Fe

ij(Z), i, j ∈ C, are C∞ functions of Z ∈ OZ. The two

regularity properties of matrices B̂diff
ij and vectors Fe

ij , i, j ∈ C, yields finally

that the diffusive flux Fdiff
i (Z,∂xZ), i ∈ C, is a C∞ function of Z ∈ OZ and

∂xZ ∈ R3(ns+10), and that the matrices ∂ZFe
ij , i, j ∈ C, are C∞ functions of

Z ∈ OZ.
With regard to Fvisc

i , we write

Fvisc
i = −

∑

j∈C

B̂visc
ij ∂jZ, with B̂visc

ij = κB̂div
ij +

5∑

α=1

ηαB̂ηαij . (3.15)

After some algebra, we obtain the following expressions for the matrices B̂4ij ,
4 ∈ {div, η1 . . . η5},

B̂4ij =




0ns,ns 0ns,3 0ns,3 0ns,3 0ns,1
03,ns B̂4ij,v 03,3 03,3 03,1

03,ns 03,3 03,3 03,3 03,1

03,ns 03,3 03,3 03,3 03,1

01,ns vTB̂4ij,v 01,3 01,3 01,1



, 4 ∈ {div, η1 . . . η5}, (3.16)

with

B̂div
ij,v = ei⊗ej ,

B̂η1

ij,v = δijI+ ej⊗ei − 2
3ei⊗ej ,

17
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B̂η2

ij,v = 2δijT(B) + T(ei)T(B)T(ej) + 2ei
TT(B)ejI,

B̂η3

ij,v = 2BiBjB⊗B− 2
3ei⊗ej + 2T(B)ej⊗eiT(B)−T(B)ei⊗ejT(B),

B̂η4

ij,v = −4BiBjB⊗B + BiBjI+ δijB⊗B + Biej⊗B + BjB⊗ei,

B̂η5

ij,v = −2BiBjT(B)−T(ei)T(B)T(ej)− 2ei
TT(B)ejB⊗B.

To obtain that Fvisc
i (Z,∂xZ), i ∈ C, are C∞ functions of Z ∈ OZ, ∂xZ ∈

R3(ns+10), we only have to prove that the matrices B̂visc
ij (Z), i, j ∈ C, are C∞

functions of Z ∈ OZ, by using expression (3.15). Assumption (Tr1) and ex-

pressions of matrices B̂4ij , i, j ∈ C, 4 ∈ {div, η1 . . . η5} immediately yield that

matrices B̂visc
ij (Z), i, j ∈ C, are C∞ functions of Z ∈ OZ, B 6= 0. To prove that

those matrices are C∞ functions of Z ∈ OZ, even at B = 0, we remark that

κB̂div
ij,v = κei⊗ej ,

η1B̂η1

ij,v = η1

[
δijI+ ej⊗ei − 2

3ei⊗ej
]
,

η2B̂η2

ij,v = η2

[
2δijT(B) + T(ei)T(B)T(ej) + 2ei

TT(B)ejI
]
,

η3B̂η3

ij,v+η4B̂η4

ij,v = η3

[
− 2

3ei⊗ej + 2T(B)ej⊗eiT(B)−T(B)ei⊗ejT(B)
]

+ η4 [BiBjI+ δijB⊗B + Biej⊗B + BjB⊗ei]

+ 2(η3 − 2η4)BiBjB⊗B,

η5B̂η5

ij,v = −η5

[
2BiBjT(B) + T(ei)T(B)T(ej) + 2ei

TT(B)ejB⊗B
]
.

By using assumption (Tr1), in particular that η1 = ϕ1(B2), η2 = Bϕ2(B2), η3 =
B2ϕ3(B2), η4 = B2ϕ4(B2), η5 = B3ϕ5(B2) and 2η4 − η3 = B4ϕ6(B2), where
ϕα, α ∈ {1, . . . , 6}, are C∞([0,∞),R) functions, we so deduce that matrices

B̂visc
ij (Z), i, j ∈ C, are C∞ functions of Z ∈ OZ.

Moreover, by using expression (3.4) of vector Ωj , assumption (Th1) on the
regularity of specific heats cv,k, k ∈ S, and assumption (Th4) on the regularity
of the rate constant Ks

r, we immediately obtain that vector Ωj(Z, j) is a C∞
function of Z ∈ OZ and j ∈ R3. After some algebra, we can rewrite Ωj in the
form

Ωj(Z, j) = Ω(Z) +
∑

i∈C

Âe,Ω
i (Z)∂iZ,

where the vector Ω is given by

Ω =
(
m1ω1, . . . ,mnsωns ,Ω

T
v ,Ω

T
E , 01,3, ρg·v

)T
, (3.17)

with

Ωv = ρg +

2
4q I+

X

k,l∈S

B
qkql
p

“
D�kl(I−B⊗B)−D⊥klT(B)

”
3
5 (E + v∧B),

ΩE = − 1

ε0
qv − 1

ε0

X

k,l∈S

qkql
p

“
D
‖
klB⊗B+D⊥kl(I−B⊗B)+D�klT(B)

”
(E + v∧B),
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and matrices Âe,Ω
i , i ∈ C, have the structure

Âe,Ω
i =




0ns,ns 0ns,3 0ns,3 0ns,3 0ns,1
Âe,Ω
i,v,% 03,3 03,3 03,3 Âe,Ω

i,v,e

Âe,Ω
i,E,% 03,3 03,3 03,3 Âe,Ω

i,E,e

03,ns 03,3 03,3 03,3 03,1

01,ns 01,3 01,3 01,3 0



, (3.18)

with

Âe,Ω
i,v,% = −BTp

[
e⊥i
(
zTD�% dr

%

)
− e�i

(
zTD⊥% dr

%

)]
,

Âe,Ω
i,v,e = −Bp zT

[
−D⊥% (κ

⊥

T +r)e�i +D⊥%
κ�
T e
⊥
i +D�% (κ

⊥

T +r)e⊥i +D�%
κ�
T e
�
i

]
,

Âe,Ω
i,E,% = T

ε0p

[
e
‖
i

(
zTD‖% dr

%

)
+ e⊥i

(
zTD⊥% dr

%

)
+ e�i

(
zTD�% dr

%

)]
,

Âe,Ω
i,E,e = B

ε0p
zT
[
D‖% (κ

‖

T +r)e
‖
i +D⊥% (κ

⊥

T +r)e⊥i +

D⊥%
κ�
T e
�
i +D�% (κ

⊥

T +r)e�i −D�% κ�
T e
⊥
i

]
.

Concerning the regularity of the vector Ω(Z), its expression (3.17) immediately
yields that it is a C∞ function of Z ∈ OZ, B 6= 0, by using assumption (Tr1).

Moreover, the equalities D⊥kl − D
‖
kl = B2φ⊥kl(B

2) and D�kl = Bφ�kl(B
2), where

φ⊥kl and φ�kl, k, l ∈ S, are C∞([0,∞),R) functions, imply that the vectors Ωv ,
ΩE , and consequently Ω, are C∞ functions of Z ∈ OZ. These equalities com-

bining with χ⊥k − χ
‖
k = B2ψ⊥k (B2), χ�k = Bψ�k (B2), where ψ⊥k and ψ�k are

C∞([0,∞),R) functions, also yield that the matrices Âe,Ω
i (Z), i ∈ C, are C∞

functions of Z ∈ OZ.
We then investigate the change of variables Z 7→ U. Matrices Ai, Ae,Ω

i , i ∈ C,
and Bij , i, j ∈ C, read

Ai = ∂UFi = Âi ∂UZ, Ae,Ω
i = Âe,Ω

i ∂UZ, Bij = B̂ij ∂UZ,

where the matrix ∂UZ is given by

∂UZ =




Ins,ns 0ns,3 0ns,3 0ns,3 0ns,1
− 1
ρ v⊗u 1

ρ I 03,3 03,3 03,1

03,ns 03,3 I 03,3 03,1

03,ns 03,3 03,3 I 03,1

− 1
ρcv

erT − 1
ρcv
vT − ε0

ρcv
ET − 1

µ0ρcv
BT 1

ρcv



,

with er = (er
1, . . . , e

r
ns)

T and er
k = ek − 1

2v ·v , k ∈ S. Matrices Âi = ∂ZFi, i ∈ S,
are given by

Âi =




viIns,ns %⊗ei 0ns,3 0ns,3 0ns,1
viv⊗u + ei⊗rT ρ (viI+ v⊗ei) 0ns,3 0ns,3 nRei

03,ns 03,3 03,3 − 1
ε0µ0

T(ei) 03,1

03,ns 03,3 T(ei) 03,3 03,1

vih
pT ρ(viv + hpei)

T − 1
µ0

(ei∧B)T 1
µ0

(ei∧E)T viρcp



,

(3.19)
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where we have used cp = cv + R, r = (r1, . . . , rns)
T, hp = (hp

1 , . . . , h
p
ns)

T and
hp
k = ef

k + rkT , k ∈ S.

By using the regularity of matrices Âi, Âe,Ω
i , i ∈ C, B̂ij , i, j ∈ C, and ∂UZ

given in proposition 3.1, we immediately obtain that matrices Ai(U), Ae,Ω
i (U),

i ∈ C, Bij(U), i, j ∈ C, are C∞ functions of U ∈ OU. The regularity of the

matrices ∂UFe
ij , i, j ∈ C, and Ae,Ω

i , i ∈ C, yields then that the matrices Ae
i , i ∈ C,

are C∞ functions of U ∈ OU. �

4 Local existence for an abstract system

In this section, we investigate partial symmetrization and partial normal forms
for an abstract second-order quasilinear system. We then use an existence the-
orem of Vol’pert and Hudjaev [6] which applies to the corresponding system.

4.1 Partial Symmetrization and Partial Entropy

Symmetric forms are a fundamental step towards existence results for systems
of partial differential equations, in particular for hyperbolic-parabolic systems
[6, 9, 10]. In the framework of isotropic hyperbolic-parabolic systems, exis-
tence of a conservative symmetric formulation is equivalent to the existence of
a mathematical entropy [11, 3, 12].

We generalize in this section the notion of symmetrization for hyperbolic-
parabolic systems, to include convective fluxes with weaker symmetry proper-
ties. We introduce two notions and establish the equivalence between them :
partial symmetrization and existence of a partial entropy.

We consider an abstract second-order quasilinear system in the form

∂tU
∗ +

∑

i∈C∗

[∂U∗F
∗
i (U∗)+A∗ei (U∗)] ∂iU

∗ =
∑

i,j∈C∗

∂i
[
B∗ij(U∗)∂jU

∗]+ Ω∗(U∗), (4.1)

where U∗ ∈ OU∗ , OU∗ is an open convex set of Rn
∗
, and C∗ = {1, . . . , d} is the

set of direction indexes of Rd. Note that the superscript ∗ is used to distinguish
between the abstract second-order system (4.1) of size n∗ in Rd and the particu-
lar multicomponent reactive magnetized flows system (3.9) of size ns+10 in R3.
We assume that the following properties hold for system (4.1)

(Edp1) The convective fluxes F∗i , i ∈ C∗, the Jacobian matrices A∗ei , i ∈ C∗, the
dissipation matrices B∗ij , i, j ∈ C∗, and the source term Ω∗ are smooth
functions of the variable U∗ ∈ OU∗ .

We give the definition of a partial symmetric form for the system (4.1).
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Definition 4.1 Assume that V∗ 7→ U∗ is a diffeomorphism from OV∗ onto OU∗ ,
and consider the system in the V∗ variable

Ã∗0(V∗)∂tV
∗ +

∑

i∈C∗

[
Ã∗i(V∗)+Ã∗ei (V∗)

]
∂iV
∗ =

∑

i,j∈C∗

∂i

[
B̃∗ij(V∗)∂jV∗

]
+ Ω̃∗(V∗),

(4.2)

where Ã∗0 = ∂V∗U
∗, Ã∗i = A∗i ∂V∗U

∗ = ∂V∗F
∗
i , Ã∗ei = A∗ei ∂V∗U

∗, B̃∗ij = B∗ij ∂V∗U
∗,

Ω̃∗ = Ω∗. The system (4.2) is said to be of the partial symmetric form if the
matrix coefficients satisfy the following properties.

(S1) The matrix Ã∗0(V∗) is symmetric positive definite for V∗ ∈ OV∗ .

(S2) The matrices Ã∗i(V∗), i ∈ C∗, are symmetric for V∗ ∈ OV∗ .

(S3) The matrix B̃∗(V∗, ξ) =
∑
i,j∈C∗ B̃∗ij(V∗)ξiξj , ξ ∈ Σd−1, where Σd−1 is

the unit sphere in d dimensions, satisfies XT B̃∗(V∗, ξ) X > 0, for X ∈
Rn∗ , V∗ ∈ OV∗ and ξ ∈ Σd−1.

Properties (S1-S2) are the same as those of neutral mixtures. Property (S3) is
a generalization of the property on dissipative matrices for neutral gases. The
matrix B̃∗ is not symmetric in the general but its symmetric part is positive

definite. There is no assumption on the matrices Ã∗ei , i ∈ C. These assumptions
will be introduced in the following.

We then define the partial entropy function.

Definition 4.2 A real-valued smooth function σ∗(U∗) defined on a convex set
OU∗ is said to be a partial entropy function for the system (4.1) if the following
properties hold.

(E1) The function σ∗ is a strictly convex function on OU∗ in the sense that
the Hessian matrix is positive definite on OU∗ .

(E2) There exists real-valued smooth functions q∗i (U∗) such that

(∂U∗σ
∗) A∗i = ∂U∗q

∗
i , i ∈ C∗, U∗ ∈ OU∗ .

(E3) The matrix B̃∗(U∗, ξ) =
∑

i,j∈C∗ B∗ij(U∗)
(
∂2

U∗σ
∗(U∗)

)−1
ξiξj , ξ ∈ Σd−1,

satisfies XT B̃∗(U∗, ξ) X > 0, for X ∈ Rn∗ , U∗ ∈ OU∗ and ξ ∈ Σd−1.

We then establish the equivalence theorem between conservative partial sym-
metrizability and the existence of a partial entropy function for the system (4.1).

Theorem 4.3 The system (4.1) can be partially symmetrized on the open con-
vex set OU∗ if and only if the system admits a partial entropy function σ∗ on
OU∗ . In this situation, the symmetrizing variable V∗ can be expressed in terms
of the gradient of the entropy function σ∗ as V∗ = (∂U∗σ

∗)T.
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Proof Assume first that there exists a partial entropy σ∗, and let V∗ =
(∂U∗σ

∗)T be the symmetrizing variable. The map U∗ 7→ V∗ is then a diffeo-
morphism since OU∗ is convex and ∂U∗V∗ = ∂2

U∗σ
∗ is positive definite. We can

thus define the smooth functions

σ̂∗(V∗) = U∗TV∗ − σ∗(U∗) and q̂∗i (V∗) = F∗i
TV∗ − q∗i (U∗), i ∈ C∗.

Differentiating these equalities then yields the relations (∂V∗ σ̂
∗)T = U∗ and

(∂V∗ q̂
∗
i )

T = F∗i , making use of property (E2). By using properties (E1-E3), we

obtain that Ã∗0 = ∂V∗U∗ = (∂U∗V∗)−1 = (∂2
U∗σ
∗)
−1

and Ã∗i = ∂V∗F∗i = ∂2
V∗ q̂
∗
i ,

i ∈ C∗, so that the matrix Ã∗0 is symmetric definite positive and the matrices Ã∗i,
i ∈ C∗, are symmetric. Moreover, we directly get from properties (E1-E3) that

the matrices B̃∗ij = B∗ij(∂
2
U∗σ
∗)
−1

, i, j ∈ C∗, are such that property (S3) holds.

Conversely, assume that the system can be partially symmetrized in the
sense of definition 4.1. Since ∂V∗U∗ and ∂V∗F∗i , i ∈ C∗, are symmetric and OV∗

is simply connected, there exists σ̂∗ and q̂∗i , i ∈ C∗, define over OV∗ , such that
(∂V∗ σ̂

∗)T = U∗ and (∂V∗ q̂
∗
i )

T = F∗i , i ∈ C∗. We can thus define the functions

σ∗(U∗) = U∗TV∗ − σ̂∗(V∗) and q∗i (U∗) = F∗i
TV∗ − q̂∗i (V∗), i ∈ C∗.

Differentiating these identities, and using properties (S1-S3), it is then straight-
forward to establish that σ∗ is an entropy with fluxes q∗i , i ∈ C∗, such that
V∗ = (∂U∗σ

∗)T. �

4.2 Partial normal forms

In this section, we investigate partial normal forms for the abstract system (4.1).
We assume that this system satisfies

(Edp2) The system (4.1) admits a partial entropy function σ∗ on the open con-
vex set OU∗ .

Introducing the symmetrizing variable V∗ = (∂U∗σ
∗)T, the corresponding

partially symmetric system (4.2) then satisfies properties (S1-S3). Introducing
a new variable W∗, associated with a diffeomorphism from OW∗ onto OV∗ , and
multiplying the conservative partially symmetric form (4.2) on the left side by
the transpose of the matrix ∂W∗V∗, we get a new system in the variable W∗.

Definition 4.4 Consider a system in partially symmetric form, as in Defini-
tion 4.1, and a diffeomorphism W∗ 7→ V∗ from OW∗ onto OV∗ . The system in
the new variable W∗

A
∗
0∂tW

∗ +
∑

i∈C∗

(
A
∗
i+A

∗e
i

)
∂iW

∗ =
∑

i,j∈C∗

∂i

(
B
∗
ij∂jW

∗
)

+ T ∗ + Ω
∗
, (4.3)
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where

A
∗
0 = (∂W∗V∗)T Ã∗0 (∂W∗V∗), B

∗
ij = (∂W∗V∗)T B̃∗ij (∂W∗V∗),

A
∗
i = (∂W∗V∗)T Ã∗i (∂W∗V∗), Ω

∗
= (∂W∗V∗)T Ω̃∗,

A
∗e
i = (∂W∗V∗)T Ã∗ei (∂W∗V∗), T ∗ = −

∑

i,j∈C∗

∂i(∂W∗V∗)T B̃∗ij (∂W∗V∗) ∂jW
∗,

satisfy

(S1) The matrix A
∗
0(W∗) is symmetric positive definite for W∗ ∈ OW∗ .

(S2) The matrices A
∗
i (W∗), i ∈ C∗, are symmetric for W∗ ∈ OW∗ .

(S3) The matrix B
∗
(W∗, ξ) =

∑
i,j∈C∗ B

∗
ij(W∗)ξiξj , ξ ∈ Σd−1, satisfies

XT B
∗
(W∗, ξ) X > 0, for X ∈ Rn∗ , W∗ ∈ OW∗ and ξ ∈ Σd−1.

This system is said to be of the partial normal form if there exists a parti-
tion of {1, . . . , n∗} into i = {1, . . . , n∗0} and ii = {n∗0+1, . . . , n∗}, such that the
following properties hold.

(Nor1) The matrices A
∗
0, A

∗e
i , i ∈ C∗, and B

∗
ij , i, j ∈ C∗, have the bloc structure

A
∗
0 =

(
A
∗i,i
0 0

0 A
∗ii,ii
0

)
, A

∗e
i =

(
0 A

∗ei,ii

i

A
∗eii,i

i A
∗eii,ii

i

)
, B

∗
ij =

(
0 0

0 B
∗ii,ii
ij

)
.

(Nor2) The matrix B
∗ii,ii

(W∗, ξ) =
∑
i,j∈C B

∗ii,ii
ij (W∗)ξiξj , ξ ∈ Σd−1 satisfies

XT B
∗ii,ii

(W∗, ξ) X > 0, for X ∈ Rn∗ , X 6= 0, W∗ ∈ OW∗ and ξ ∈ Σd−1.

(Nor3) We have T ∗(W∗,∂xW∗) =
(
T ∗i (W∗,∂xW∗ii)

T, T ∗ii (W∗,∂xW∗)T
)T

,

where we have used the vector and the matrix block structure induced bu the
partitioning of {1, . . . , n∗}, so that we have W∗ = (W∗i

T,W∗ii
T)T, for instance.

We then introduce the nullspace invariance and the nullspace consistency
properties which are a sufficient condition for system (4.2) to be recast into
a partial normal form. These properties generalize the nullspace invariance
property in the case for neutral gases [9, 3].

(Edp3) (nullspace invariance) The nullspace of the symmetric part of the

matrix B̃∗(V∗, ξ) =
∑

i,j∈C∗ B̃∗ij(V∗)ξiξj , denoted by N , does not depend

on V∗ ∈ OV∗ and ξ ∈ Σd−1, and we denote by n∗0 its dimension.

(Edp4) (nullspace consistency) Denoting by N the nullspace of the symmet-

ric part of the matrix B̃∗(V∗, ξ), we have

B̃∗ij(V∗)N = B̃∗ij
T(V∗)N = 0, i, j ∈ C∗, NTÃ∗ei (V∗)N = 0, i ∈ C∗,

that is to say B̃∗ij(V∗)X = 0, XTB̃∗ij(V∗) = 0, and YTÃ∗ei (V∗)X = 0 for
X,Y ∈ N .
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In the following of this section, we assume that these properties holds. In
order to characterize more easily partial normal forms for partial symmetric
systems satisfying the nullspace consistency property, we introduce the auxil-
iary variables U∗′ and V∗′, depending linearly on U∗ and V∗, respectively. The
dissipation matrices corresponding to these auxiliary variables have nonzero co-
efficients only in the lower right bloc of size n∗−n∗0, and moreover, the Jacobian

matrices Ã∗e′i , i ∈ C, have zero coefficients in the upper left bloc of size n∗0.
Partial normal forms are then equivalently – and more easily – obtained from
the V∗′ symmetric equation.

Lemma 4.5 Consider a system (4.2) that is partial symmetric in the sense
of definition 4.1. Denote by σ∗ the associated partial entropy function and by
V∗ = (∂U∗σ

∗)T the partial symmetrizing variable, and assume that the nullspace
consistency property is satisfied over OV∗ . Further consider any constant non-
singular matrix P of dimension n∗, such that its first n∗0 columns span the
nullspace N . Then the auxiliary variable U∗′ = PTU∗ satisfies the equation

∂tU
∗′ +

∑

i∈C∗

(A∗′i +A∗e′i ) ∂iU
∗′ =

∑

i,j∈C∗

∂i
(
B∗′ij∂jU

∗′)+ Ω∗′, (4.4)

where A∗′i = PTA∗i(PT)−1, A∗e′i = PTA∗ei (PT)−1, B∗′ij = PTB∗ij(PT)−1, and Ω∗′ =
PTΩ∗. The corresponding partial entropy is then the functional σ∗′(U∗′) =
σ∗((PT)−1U∗′), and the associated partial entropic variable V∗′ = (∂U∗′σ

∗′)T is
given by V∗′ = P−1V∗ and satisfies the equation

∂tV
∗′ +

∑

i∈C∗

(
Ã∗′i +Ã∗e′i

)
∂iV
∗′ =

∑

i,j∈C∗

∂i
(
B̃∗′ij∂jV

∗′)+ Ω̃∗′, (4.5)

where Ã∗′0 = PTÃ∗0P, Ã∗′i = PTÃ∗iP, Ã∗e′i = PTÃ∗ei P, B̃∗′ij = PTB̃∗ijP, and Ω̃∗′ =

PTΩ̃∗. In particular, the matrices Ã∗e′i , i ∈ C∗, and B̃∗′ij , i, j ∈ C∗, are in the
form

Ã∗e′i =

(
0 Ã∗e′i,iii

Ã∗e′ii,ii Ã∗e′ii,iii

)
, B̃∗′ij =

(
0 0

0 B̃∗′ii,iiij

)
, (4.6)

and the matrix B̃∗′ii,ii(V∗′, ξ) =
∑
i,j∈C∗ B̃∗′ii,iiij (V∗′)ξiξj , ξ ∈ Σd−1, satisfies

XT B̃∗′ii,ii(V∗′, ξ) X > 0, for X ∈ Rn∗−n∗0 , X 6= 0, V∗′ ∈ OV∗′ and ξ ∈ Σd−1.
Finally, the partial normal form (4.3) is equivalently obtained by multiplying
the V∗ equation (4.2) by (∂W∗V∗)T or the V∗′ equation (4.5) by (∂W∗V∗′)T.

Proof Equation (4.4) is easily established by multiplying (4.1) on the left by
PT. This also yields the matrix relations A∗′i = PTA∗i(PT)−1, A∗e′i = PTA∗ei (PT)−1,
B∗′ij = PTB∗ij(PT)−1, and Ω∗′ = PTΩ∗. It is also easily checked that the functional

σ∗′(U∗′) = σ∗((PT)−1U∗′) is the corresponding partial entropy. From the defi-
nition V∗′ = (∂U∗′σ

∗′)T and the chain rule, we then get that V∗′ = P−1V∗ and
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(4.5) is obtained as in (4.1)–(4.2). Since B̃∗′ = PTB̃∗P and the first n∗0 columns

of P span N , we next deduce that B̃∗′ is in the form

B̃∗′ =

(
0 0

0 B̃∗′ii,ii

)
,

and similarly, all matrices B̃∗′ij , i, j ∈ C∗, and Ã∗e′i , i ∈ C∗, are also in the form

(4.6). Moreover, the matrix B̃∗′ii,ii(V∗′, ξ), satisfies XT B̃∗′ii,ii(V∗′, ξ) X > 0, for
X ∈ Rn∗−n∗0 , X 6= 0, V∗′ ∈ OV∗′ and ξ ∈ Σd−1, since the n∗−n∗0 last columns of
P span a subspace complementary to N . �

Normal forms for partial symmetrizable systems satisfying the nullspace con-
sistency property are now completely characterized in the following theorem, in
terms of the auxiliary variables U∗′ and V∗′.

Theorem 4.6 Keeping the assumptions and notations of Lemma 4.5, any par-
tial normal form of the system (4.2) is given by a change of variables in the
form

W∗ = (ψi(U∗′i ), φii(V∗′ii ))T, (4.7)

where ψi and φii are two diffeomorphisms of Rn∗0 and Rn∗−n∗0 , respectively. Fur-
thermore, we have

T ∗(W∗,∂xW∗) =
(

0, T ∗ii (W∗,∂xW∗ii)
)
T.

Proof The proof is exactly the same as in [3] for neutral gases, with the same

notation. We only have to be investigate the matrices A
∗e
i which vanish for

neutral gases, but the treatment is the same as for the matrices B
∗
ij , using the

block structure (4.6). �

4.3 An existence theorem in Vl(Rd)
The abstract system of second order partial differential equation (4.1) rewritten
in the partial normal form (4.3) can be split into a hyperbolic subsystem and a
parabolic subsystem




A
∗i,i
0 ∂tW

∗
i = −

∑

i∈C∗

A
∗i,i
i ∂iW

∗
i + Γ

∗
i ,

A
∗ii,ii
0 ∂tW

∗
ii = −

∑

i∈C∗

(
A
∗ii,i
i +A

∗eii,i

i

)
∂iW

∗
i +

∑

i,j∈C∗

∂i

(
B
∗ii,ii
ij ∂jW

∗
ii

)
+ Γ

∗
ii,

(4.8)
where

Γ
∗
i = Ω

∗
i −

∑

i∈C∗

(A
∗ei,ii

i + A
∗i,ii
i )∂iW

∗
ii , Γ

∗
ii = Ω

∗
ii + T ∗ii −

∑

i∈C∗

(A
∗eii,ii

i + A
∗ii,ii
i )∂iW

∗
ii .
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We then consider the Cauchy problem for the system (4.8) with initial con-
ditions

W∗i (0, x) = W∗0i (x), W∗ii (0, x) = W∗0ii (x). (4.9)

These equations are considered in the strip Q̄Θ where Θ is positive and Qt =
(0, t)×Rd, for t > 0. The unknown vectors W∗i and W∗ii are assumed to be in
the convex open sets OW∗i ⊂ Rn

∗
0 and OW∗ii ⊂ Rn

∗−n∗0 .
We will use the classical functional spaces Lp(Rd) with norm

||φ||0,p =

(∫

Rd
|φ(x)|p dx

)1/p

, if 1 6 p <∞, and ||φ||0,∞ = sup
Rd
|φ(x)|,

the Sobolev spaces W l
p(Rd), 1 6 p 6∞, with norm

||φ||l,p =
∑

k∈[[0,l]]

|φ|k,p, |φ|k,p =
∑

|β|=k
||∂βφ||0,p,

and the Vol’Pert spaces Vl(Rd) with norm [6]

||φ||l = |φ|0,∞ +
∑

k∈[[1,l]]

|φ|k,2.

We extend these definitions to vector functions by using the Euclidean norm of
Rd. According to the Sobolev inequalities, there is an embedding of W l

2(Rd) into
W k
∞(Rd) for l > k + d/2 and an embedding of W l

2(Rd) into Vl(Rd) for l > d/2.

In the following, L denotes an arbitrary fixed positive continuous convex
function, on the open convex set OW∗ = OW∗i ×OW∗ii , which grows without
bound as any finite point of the boundary of OW∗ is approached.

The following theorem of Vol’pert and Hudjaev [6] shows that, in a cer-
tain strip, there exists a solution which preserves the smoothness of the initial
condition.

Theorem 4.7 Suppose that the system (4.8)-(4.9) satisfies the following as-
sumptions where l denotes an integer such that l > d/2 + 3.

(Ex1) The initial conditions W∗0i , W∗0ii satisfy supx∈Rd L(W∗0i (x),W∗0ii (x)) <
+∞ and W∗0i and W∗0ii are in the space Vl(Rd).

(Ex2) The matrix coefficients A
∗i,i
0 , A

∗ii,ii
0 , i ∈ C∗, B

∗ii,ii
ij , i, j ∈ C∗, depend only

on W∗i and on W∗ii . The matrix coefficients A
∗i,i
i , A

∗ii,i
i , A

∗eii,i

i , i ∈ C∗

and the vector coefficients Γ
∗
i , Γ

∗
ii depend on W∗i , W∗ii and on ∂xW∗ii .

(Ex3) The matrix coefficients A
∗i,i
0 (wi, wii), A

∗ii,ii
0 (wi, wii) and B

∗ii,ii
ij (wi, wii),

i, j ∈ C∗, have continuous derivative of order l with respect to wi ∈ OW∗i
and wii ∈ OW∗ii .
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(Ex4) The matrix coefficients A
∗i,i
i (wi, wii, ξ), A

∗ii,i
i (wi, wii, ξ), A

∗eii,i

i (wi, wii, ξ),

i ∈ C∗, and the vector coefficients Γ
∗
i (wi, wii, ξ) and Γ

∗
ii(wi, wii, ξ) have

continuous derivative of order l with respect to wi ∈ OW∗i , wii ∈ OW∗ii

and ξ ∈ Rd×(n∗−n∗0).

(Ex5) The matrix coefficients A
∗i,i
0 (wi, wii) and A

∗ii,ii
0 (wi, wii) are symmetric

and positive definite for wi ∈ OW∗i and wii ∈ OW∗ii .

(Ex6) The matrix coefficients A
∗i,i
i (wi, wii, ξ), i ∈ C∗, are symmetric for wi ∈

OW∗i , wii ∈ OW∗ii and ξ ∈ Rd×(n∗−n∗0).

(Ex7) The matrices A
∗i,i
0 (wi, wii), A

∗ii,ii
0 (wi, wii) and the vectors Γ

∗
i (wi, wii, 0)

and Γ
∗
ii(wi, wii, 0) have continuous derivatives to order l+3 in wi ∈ OW∗i

and wii ∈ OW∗ii .

(Ex8) For any compact subset K of OW∗ = OW∗i ×OW∗ii , there exists α > 0 such

that for any smooth function w = (wi, wii) from Rd to Rn∗ with value in
K we have
∫

Rd

∑
i,j∈C∗

(∂iφii)
T B
∗ii,ii
ij (w(x)) (∂jφii) dx > α

∫

Rd

∑
i∈C∗

(∂iφii)
T (∂iφii) dx,

(4.10)
where φii is any function in W 1

2 (Rd) with n∗−n∗0 components.

Then there exists t0, 0 < t0 6 Θ, such that the Cauchy problem (4.8), (4.9),
admits a unique solution (W∗i

T,W∗ii
T)T defined on Q̄t0 = [0, t0]×Rd, which is

continuous with its derivatives of first order in t and second order in x, and for
which the following quantities are finite

sup
06t6t0

||(W∗i (t),W∗ii (t))||l, sup
Q̄t0

L(W∗i ,W
∗
ii ), (4.11)

sup
06t6t0

||∂tW∗i (t)||l−1,

∫ t0

0

(
||∂tW∗ii (τ)||2l−1 + ||W∗ii (τ)||2l+1

)
dτ. (4.12)

Moreover, either t0 = Θ, or there exists t1 such that the theorem is true for
any t0 < t1 and such that for t0 → t−1 , at least one of the quantities

||W∗i (t0)||1,∞ + ||W∗ii (t0)||2,∞, sup
Q̄t0

L(W∗i ,W
∗
ii ), (4.13)

grows without bound, that is to say, the solution can be extended as long as
quantities (4.13) remain finite.

5 Existence theorem for multicomponent mag-

netized mixtures

We now apply the general results of section 4 to the system of equations gov-
erning multicomponent ionized magnetized reactive flows (3.9).

27



V. Giovangigli, B. Graille R.I. N0 532

5.1 Partial Symmetrization

For ionized magnetized mixtures, the existence of an entropy function only yields
partial symmetrization of the system, because of the terms Fe

ij , i, j ∈ C, which
prevent full symmetrization. Nevertheless, the achieved symmetrization will be
sufficient to establish existence of a solution.

Let us first introduce the mathematical entropy function σ as the opposite
of the physical entropy per unit volume. Its expression is given by

σ = −
∑

k∈S

ρksk = − 1

T

∑

k∈S

ρk(hk − gk). (5.1)

We prove in this subsection that σ is a C∞ strictly convex function on the
convex open set OU. It seems then judicious to consider the map U 7→ V =
(∂Uσ)T.

Proposition 5.1 The function σ defined on OU to R is a C∞ strictly convex
function, in the sense that its Hessian matrix ∂2

Uσ is symmetric positive definite.

Proof From assumption (Th1) on the coefficients cv,k, k ∈ S, σ is a C∞
function. The differential of σ is

dσ = −ρcv
T

dT −
∑

k∈S

(sk − rk)dρk,

so that

∂Zσ =
(
r1 − s1, . . . , rns − sns , 01,3, 01,3, 01,3,−

ρcv
T

)
.

We then obtain ∂Uσ = ∂Zσ∂UZ and ∂2
Uσ = ∂Z(∂Uσ)T∂UZ :

∂Uσ =
1

T

(
g1 − 1

2v ·v , . . . , gns − 1
2v ·v ,vT, ε0E

T, 1
µ0
BT,−1

)
,

∂2
Uσ=

2
6666666664

dr
%+

v2u⊗u

ρT
+ er⊗er

ρcvT2 − u⊗v
ρT

+ er⊗v
ρcvT2

ε0er⊗E
ρcvT2

er⊗B
µ0ρcvT2 − er

ρcvT2

−v⊗u
ρT

+ v⊗er

ρcvT2
v⊗v
ρcvT2 + I

ρT
ε0v⊗E
ρcvT2

v⊗B
µ0ρcvT2 − v

ρcvT2

ε0E⊗er

ρcvT2
ε0E⊗v
ρcvT2

ε20E⊗E
ρcvT2 + ε0I3

T
ε0E⊗B
µ0ρcvT2 − ε0E

ρcvT2

B⊗er

µ0ρcvT2
B⊗v

µ0ρcvT2
ε0B⊗E
µ0ρcvT2

B⊗B
µ2

0ρcvT
2 + I3

µ0T
− B
µ0ρcvT2

− erT

ρcvT2 − vT

ρcvT2 − ε0E
T

ρcvT2 − BT

µ0ρcvT2
1

ρcvT2

3
7777777775

,

where dr
% is the ns by ns diagonal matrix defined by dr

% = diag((rk/ρk)k∈S) and

er = (er
1, . . . , e

r
ns)

T, er
k = ek − 1

2v ·v , k ∈ S.

The matrix ∂2
Uσ is clearly symmetric. We now prove that it is positive

definite. Let be X = (x%
T, xv T, xET, xBT, xT )T. After some algebra, XT ∂2

Uσ X can
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be written in the form

XT ∂2
Uσ X =x%

Tdr
%x% +

ε0

T
xE·xE +

1

µ0T
xB·xB +

1

ρT
(xv − x%·u v)·(xv − x%·u v)

+
1

ρcvT 2

[
er·x% + v ·xv + ε0E·xE + 1

µ0
B·xB − xT

]2

so that the Hessian matrix ∂2
Uσ is positive definite. �

We then introduce the partial entropic variables V by

V =
1

T

(
g1 − 1

2v ·v , . . . , gns − 1
2v ·v ,vT, ε0E

T, 1
µ0
BT,−1

)T
. (5.2)

Proposition 5.2 The map U 7→ V is a C∞ diffeomorphism from the open set
OU onto the open set OV = Rns+9×(−∞, 0).

Proof For proposition 3.1, we have to prove that the map Z 7→ V is a C∞
diffeomorphism from OZ onto OV. It is C∞ for assumption (Th1) on the coeffi-
cients cv,k, k ∈ S. For assumption (Th1), positivity of cv,k, k ∈ S yields that
the map Z 7→ V is one to one. We now prove that the map is onto. Let be
V ∈ OV, we define

Z5 = − 1

V5
, Z4 = −µ0

V4

V5
, Z3 = − 1

ε0

V3

V5
, Z2 = −V2

V5
,

Z1k = mkγ
st exp

[
V1k−rk+sst

k +est
k V5

rk
− V4·V4

2rkV5
+

1

rk

∫ −1
V5

T st

cv,k(τ)
(

1
τ + V5

)
dτ

]
,

for k ∈ S. The range of the vector Z so defined is then V. We now give the
expression of the matrix ∂ZV.

∂ZV =




dr
% − 1

T u⊗v 0ns,3 0ns,3 − 1
T 2 er

03,ns
1
T I 03,3 03,3 − 1

T 2 v
03,ns 03,3

ε0
T I 03,3 − ε0

T 2E
03,ns 03,3 03,3

1
µ0T

I − 1
µ0T 2B

01,ns 01,3 01,3 01,3
1
T 2



. (5.3)

∂ZV is then an bloc upper triangular matrix and these diagonal terms are posi-
tive for assumption (Th1). From the inverse function theorem, we deduce that
the map Z 7→ V is a C∞ diffeomorphism onto OV. �

We then investigate the symmetry properties of the system of partial dif-
ferential equations governing multicomponent magnetized reactive flows. We
obtain in particular a partial symmetrized form of this system, making use of
entropic variables.
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Theorem 5.3 The function σ is a partial entropy function for the system (3.9).
Furthermore, the change of variables U 7→ V transforms the system (3.9) into

Ã0(V) ∂tV +
∑

i∈C

(
Ãi(V) + Ãe

i (V)
)
∂iV =

∑

i,j∈C

∂i

(
B̃ij(V) ∂jV

)
+ Ω̃(V), (5.4)

with Ã0 = ∂VU, Ãi = Ai∂VU, Ãe
i = Ae

i∂VU, B̃ij = Bij∂VU, Ω̃ = Ω, where

matrices Ã0(V), Ãi(V), Ãe
i (V), i ∈ C, B̃ij(V), i, j ∈ C, and vector Ω̃(V) are C∞

functions. Moreover, the system (5.4) is of the partial symmetric form, that is,

the matrices Ã0, Ãi, i ∈ C, and B̃ij , i, j ∈ C, verify properties (S1-S3).

Proof 3.2 In order to evaluate the matrices Ã0, Ãi, Ãe
i , i ∈ C, and B̃ij , i, j ∈ C,

we use notations defining in the proof of the proposition 3.2 and concerning the
system written in the natural variable Z,

Â0∂tZ +
∑

i∈C

(Âi + Âe
i )∂iZ =

∑

i,j∈C

∂i(B̂ij∂jZ) + Ω.

These matrices are indeed easily calculated by using the natural variable Z and
the relations Ã0 = ∂ZU∂VZ, Ãi = Âi∂VZ, Ãe

i = Âe
i∂VZ, and B̃ij = B̂ij∂VZ, where

the matrix ∂VZ reads

∂VZ =




d%r v%r ⊗v 0ns,3 0ns,3 d%r er

03,ns T I 03,3 03,3 Tv
03,ns 03,3

T
ε0
I 03,3 TE

03,ns 03,3 03,3 µ0T I TB
01,ns 01,3 01,3 01,3 T 2



, (5.5)

with d%r the ns by ns diagonal matrix defined by d%r = diag((ρk/rk)k∈S) and v%r
the vector given by v%r = d%r u = ((ρk/rk)k∈S)T.

The matrix Ã0 can be written in the form

Ã0 =




d%r v%r ⊗v 0ns,3 0ns,3 d%r ef

ρT I+ Σρv⊗v 0ns,3 0ns,3 (ρT + Σe)v
T
ε0
I 03,3 TE

Tµ0I TB
Sym Υe



, (5.6)

where we have defined Σρ = uTd%r u, Σe = uTd%r ef and Υe = efTd%r ef+ ρTv ·v +
ρcvT

2 + 2Tρee. Since this matrix is symmetric, we only give its right upper
triangular part and write “Sym” in the lower triangular part. The matrix Ã0

is positive definite since for any vector X ∈ Rns+10, written in the form X =
(x%

T, xv T, xET, xBT, xT )T,

XT Ã0 X = ρcvT
2x2
T

+ T
ε0

(xE + ε0xTE)T·(xE + ε0xTE)

+ρT (xv + xTv)·(xv + xTv) + µ0T (xB + 1
µ0

xTB)T·(xB + 1
µ0

xTB)

+(x% + xv ·vu + xTef)Td%r (x% + xv ·vu + xTef).
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Denoting by ξ = (ξ1, ξ2, ξ3)T an arbitrary vector of R3, the matrices Ãi,
i ∈ C, are given by

∑

i∈C

Ãiξi =




d%r v ·ξ v ·ξv%r ⊗v + T%⊗ξ 0ns,3 0ns,3 d%r hpv ·ξ
ρT (v ·ξI+v⊗ξ+ξ⊗v)

+Σρv ·ξv⊗v 0ns,3 0ns,3
(Σh+ρT )v·ξv

+ρThpξ
03,3 − T

ε0
T(ξ) 1

ε0µ0
TB∧ξ

03,3 −TE∧ξ
Sym Υhv ·ξ+2TP ·ξ



,

(5.7)
with Σh = uTd%r hp and Υh = hpTd%r hp + ρTv ·v + ρcpT

2.

Concerning the matrices Ãe
i , i ∈ C, we have

Ãe
i = −

∑

j∈C

∂ZFe
ij ∂VZ− Ãe,Ω

i , (5.8)

where the matrices Ãe,Ω
i , i ∈ C, read

Ãe,Ω
i =




0ns,ns 0ns,3 0ns,3 0ns,3 0ns,1
Âe,Ω
i,v,%d%r Âe,Ω

i,v,%v%r ⊗v 03,3 03,3 T 2Âe,Ω
i,v,e + Âe,Ω

i,v,%d%r er

Âe,Ω
i,E,%d%r Âe,Ω

i,E,%v%r ⊗v 03,3 03,3 T 2Âe,Ω
i,E,e + Âe,Ω

i,E,%d%r er

03,ns 03,3 03,3 03,3 03,1

01,ns 01,3 01,3 01,3 01,1



, i ∈ C.

(5.9)

Using the form of matrices B̂ij , i, j ∈ C, we classically decompose dissipation

matrices B̃ij , i, j ∈ C, into diffusion and viscous matrices, B̃ij = B̃diff
ij + B̃visc

ij ,
i, j ∈ C. Denoting by ξ = (ξ1, ξ2, ξ3)T and ζ = (ζ1, ζ2, ζ3)T arbitrary vectors of

R3, diffusion matrices, B̃diff
ij , i, j ∈ C, are given by

∑

i,j∈C

B̃diff
ij ξiζj = B·ξB·ζ B̃‖ + (ξ·ζ −B·ξB·ζ) B̃⊥ + ξTT(B)ζ B̃�, (5.10)

with

B̃� =
T

p




B̃�%,% 0ns,3 0ns,3 0ns,3 B̃�%,e
03,ns 03,3 03,3 03,3 03,1

03,ns 03,3 03,3 03,3 03,1

03,ns 03,3 03,3 03,3 03,1

B̃�e,% 01,3 01,3 01,3 B̃�e,e



, � ∈ {‖,⊥,�}. (5.11)

Coefficients with � =‖ read

eB‖%,% = D‖% , eB‖%,e = D‖% (κ‖+h), eB‖e,% = (bκ‖+h)TD‖% ,

eB‖e,e = pTλ‖ + (bκ‖+h)TD‖% (κ‖+h),

those with � =⊥
eB⊥%,% = D⊥% , eB⊥%,e = D⊥% (κ⊥+h)−D�% κ�, eB⊥e,% = (bκ⊥+h)TD⊥% − bκ�TD�% ,

eB⊥e,e = pTλ⊥ + (bκ⊥+h)TD⊥% (κ⊥+h)−bκ�TD⊥% κ�−bκ�TD�% (κ⊥+h)−(bκ⊥+h)TD�% κ�,
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and those with � = �
eB�%,% = D�% , eB�%,e = D�% (κ⊥+h) +D⊥% κ�, eB�e,% = (bκ⊥+h)TD�% + bκ�TD⊥% ,

eB�e,e = pTλ� + (bκ⊥+h)TD�% (κ⊥+h)− bκ�TD�% κ�+bκ�TD⊥% (κ⊥+h)+(bκ⊥+h)TD⊥% κ�.

We then observe that the matrices B̃diff
ij , i, j ∈ C, do not satisfy the symmetry

properties (B̃diff
ij )T = B̃diff

ji , i, j ∈ C, because the matrices B̃⊥ and B̃� have no
symmetry properties as soon as the magnetic field is not null.

Viscous matrices B̃visc
ij , i, j ∈ C, are given by

∑

i,j∈C

B̃visc
ij ξiζj = κB̃div(ξ, ζ) +

5∑

α=1

ηαB̃ηα(ξ, ζ), (5.12)

with

B̃4(ξ, ζ) =




0ns,ns 0ns,3 0ns,3 0ns,3 0ns,1
03,ns B̃4v (ξ, ζ) 03,3 03,3 B̃4v (ξ, ζ)v
03,ns 03,3 03,3 03,3 03,1

03,ns 03,3 03,3 03,3 03,1

01,ns vTB̃4v (ξ, ζ) 01,3 01,3 vTB̃4v (ξ, ζ)v



, (5.13)

for 4 ∈ {div, ηα, α = 1, . . . , 5}. Expressions of these matrices are then

B̃div
v (ξ, ζ) = T ξ⊗ζ,

B̃η1
v (ξ, ζ) = T

[
ξ·ζ I+ ζ⊗ξ − 2

3ξ⊗ζ
]
,

B̃η2
v (ξ, ζ) = T

[
2ξ·ζT(B) + T(ξ)T(B)T(ζ) + 2ξTT(B)ζ I

]
,

B̃η3
v (ξ, ζ) = T

[
2B·ξB·ζB⊗B− 2

3ξ⊗ζ + 2T(B)ζ⊗ξT(B)−T(B)ξ⊗ζT(B)
]
,

B̃η4
v (ξ, ζ) = T

[
B·ξB·ζ(I− 4B⊗B) + ξ·ζB⊗B + B·ξ ζ⊗B + B·ζB⊗ξ

]
,

B̃η5
v (ξ, ζ) = T

[
− 2B·ξB·ζ T(B)−T(ξ)T(B)T(ζ)− 2ξTT(B)ζB⊗B

]
.

The matrices B̃visc
ij , i, j ∈ C, do not satisfy the symmetry properties (B̃visc

ij )T =

B̃visc
ji , because the matrices B̃4v , 4 ∈ {div, ηα, α = 1, . . . , 5}, are not symmetric.

We consider the vector X = (x%
T, xv T, xET, xBT, xT )T ∈ Rns+10. Defining the

matrix B̃diff(ξ) =
∑

i.j∈C B̃diff
ij ξiξj , we obtain, after some algebra

XTB̃diff(ξ)X = T
p

(
(B·ξ)2〈A‖x̃, x̃〉+ (1− (B·ξ)2)〈A⊥x̃, x̃〉

)
, (5.14)

where we have use notations of (Tr3) for matrices A‖ and A⊥, and we have
introduced the vector x̃ = (pxT , (x% + xTh)Td%)T, with d% the ns by ns diagonal
matrix defined by d% = diag (ρ1, . . . , ρns). Using assumption (Tr3) give us then

the property XTB̃diff(ξ)X > 0, for ξ ∈ Σ2.
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Defining the matrix B̃visc(ξ) =
∑
i.j∈C B̃visc

ij ξiξj , we obtain, after some alge-
bra

1
T XTB̃visc(ξ)X =κ(ξ·x̃v )2 + (η1+η4)

[
ξ·B x̃⊥v+x̃v ·B ξ⊥

]
·
[
ξ·B x̃⊥v+x̃v ·B ξ⊥

]

+ η1+η3

3 (ξ⊥·x̃⊥v − 2ξ‖·x̃‖v )2 + (η1−η3)
[
(ξ⊥·x̃�v )2+(ξ⊥·x̃⊥v )2

]
,

(5.15)

with x̃v = xv + xTv . Using assumption (Tr2) yields the property XTB̃visc(ξ)X >
0, for ξ ∈ Σ2.

Finally, we immediately obtain that matrices Ã0(V), Ãi(V), i ∈ C, B̃ij(V),

i, j ∈ C, and vectors F̃e
ij(V), i, j ∈ C, Ω̃(V) are C∞ functions by using the C∞

diffeomorphism U 7→ V and the proposition 3.2. �

5.2 Partial normal variable

In this section, we investigate partial normal form for system (3.9). We first
establish the nullspace consistency property.

Lemma 5.4 The nullspace of the symmetric part of the matrix B̃(V, ξ) =∑
i,j∈C B̃ij(V)ξiξj , denoted by N , does not depend on V ∈ OV and ξ ∈ Σ2, and

we denote by n0 its dimension. This nullspace is spanned by the column vectors
(uT, 01,10)T and En

s+k, k = 1, . . . , 6, where (Ek)k=1,...,ns+10 is the canonical basis

of Rns+10. Furthermore, we have

B̃ij(V)N = B̃ij
T(V)N = 0, i, j ∈ C, N TÃe

i (V)N = 0, i ∈ C.

Proof Using assumptions (Tr2-Tr3), expressions (5.14) of XTB̃diff(ξ)X and

(5.15) of XTB̃visc(ξ)X yield that XTB̃(ξ)X = 0 if and only if xT = 0, if x%

is proportional to the vector u, and if ξ·x‖v = ξ·x⊥v = ξ·x�v = ξ·B x⊥v ·x⊥v =

xv ·B ξ⊥·ξ⊥ = 0. As these last relations are equivalent to xv = 0, we deduce
that N does not depend on V ∈ OV and ξ ∈ Σ2 and is spanned by the col-
umn vectors (uT, 01,10)T and En

s+k, k = 1, . . . , 6. It is then easily checked that

B̃ij(V)N = B̃ij
T(V)N = 0, i, j ∈ C. Moreover, by using assumption (Tr2) on the

nullspace of the matrices A‖, A⊥ and A�, the expression (3.12) of the vectors
Fe
ij , i, j ∈ C, yields that N TFe

ij = 0, so that N T∂ZFe
ij = 0, as N is independent on

V ∈ OV. By using expression (5.9), we immediately obtain that XTÃe,Ω
i Y = 0,

for X,Y ∈ N . Expression (5.8) then yields that XTÃe
iY = 0, for X,Y ∈ N . �
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Making use of the explicit basis of N , we define the matrix P from

P =




1 01,3 01,3 01,ns−1 01,3 0
ǔ 0ns−1,3 0ns−1,3 Ins−1,ns−1 0ns−1,3 0ns−1,1

03,1 03,3 03,3 03,ns−1 I 03,1

03,1 I 03,3 03,ns−1 03,3 03,1

03,1 03,3 I 03,ns−1 03,3 03,1

01,1 01,3 01,3 01,ns−1 01,3 1



, (5.16)

with ǔ the vector of size ns−1 defined by ǔ = (1, . . . , 1)T. We may then introduce
the auxiliary variable U′ = PTU and the corresponding partial entropic variable
V′ = P−1V given by

U′ =
(
ρ,ET,BT, %̌T, ρvT, ρet

)
T,

with %̌ = (ρ2, . . . , ρns)
T, and

V′ =
1

T

(
g1 − 1

2v ·v , ε0E
T, 1
µ0
BT, g2 − g1, . . . , gns − g1,v

T,−1
)T
.

From theorem 4.6, normal variables are in the form W = (ψi(U′i), φii(V′ii))
T,

where U′i is the first seven components of U′ and V′ii the last ns + 3 components
of V′. For convenience, we choose the variable W given by

W =

(
ρ,ET,BT, log

ρr22
ρr11

, . . . , log
ρrnsns

ρr11
,vT, T

)T

. (5.17)

Proposition 5.5 The map V 7→ W is a C∞ diffeomorphism from the open set
OV onto the open set OW = (0,∞)×R6×Rn

s−1×R3×(0,∞).

Proof For propositions 3.1 and 5.2, we have to prove that the map Z 7→W is
a C∞ diffeomorphism. It is readily C∞ and we describe now its range. Let be
W ∈ OW. We then define Zns+10 = Wns+10, Zns+6+µ = W4+µ, Zns+3+µ = W1+µ,
Zns+µ = Wns+6+µ, µ ∈ [[1, 3]], Z1 by the following equation

Z1 +

ns∑

k=2

Z
r1/rk
1 exp(W6+k/rk) = W1,

which admits a unique positive solution and Zk = (Zr11 exp W6+k)1/rk , 2 6 k 6
ns. A direct calculation yields the expression of matrix ∂ZW,

∂ZW =




1 ǔT 01,3 01,6 01,1

06,1 06,ns−1 06,3 I6,6 06,1

− r1
ρ1

ǔ −ďr
% 0ns−1,3 0ns−1,6 0ns−1,1

03,1 03,ns−1 I3,1 03,6 03,1

01,1 01,ns−1 01,3 01,6 1



, (5.18)
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with ďr
% the ns−1 by ns−1 diagonal matrix given by ďr

% = diag(r2/ρ2, . . . , rns/ρns).
This matrix is non singular and it’s invert is given by

∂WZ =




1
Σρ

ρ1

r1
01,6 − 1

Σρ

ρ1

r1
v̌%r

T 01,3 01,1

1
Σρ

v̌%r 0ns−1,6 ď%r − 1
Σρ

v̌%r ⊗v̌%r 0ns−1,3 0ns−1,1

03,1 03,6 03,ns−1 I3,3 03,1

06,1 I6,6 06,ns−1 06,3 06,1

01,1 01,6 01,ns−1 01,3 1



, (5.19)

with v̌%r = (ρ2/r2, . . . , ρns/rns)
T. From the inverse function theorem, we deduce

that the map Z 7→W is a C∞ diffeomorphism onto OW. �

In order to separate the hyperbolic and the parabolic variables, we introduce
the partitioning of {1, . . . , ns+10} into i = {1, . . . , n0} and ii = {n0 +1, . . . , ns+
10}, with n0 = 7, and we use the vector and matrix block structure induced by
this partitioning. We have in particular W = (Wi

T,Wii
T)T, where Wi corresponds

to the hyperbolic variables and Wii to the parabolic variables,

Wi =
(
ρ,ET,BT

)T
, Wii =

(
log

ρr22
ρr11

, . . . , log
ρrnsns

ρr11
,vT, T

)T

. (5.20)

Theorem 5.6 The change of variables V 7→ W transforms the system (5.4)
into

A0∂tW +
∑

i∈C

(
Ai+A

e

i

)
∂iW =

∑

i,j∈C

∂i
(
Bij∂jW

)
+ T + Ω, (5.21)

with

A0 = (∂WV)T Ã0 (∂WV), Bij = (∂WV)T B̃ij (∂WV),

Ai = (∂WV)T Ãi (∂WV), Ω = (∂WV)T Ω̃,

A
e

i = (∂WV)T Ãe
i (∂WV), T = −

∑

i,j∈C

∂i(∂WV)T B̃ij (∂WV) ∂jW,

where matrices A0(W), Ai(W), A
e

i (W), i ∈ C, Bij(W), i, j ∈ C, and vectors
Ω(W), T (W,∂xW) are C∞ functions of W ∈ OW and ∂xW ∈ R3(ns+10). Fur-
thermore, the system (5.21) is of the partial normal form, that is the matrices
A0, A

e

i , i ∈ C, Bij , i, j ∈ C, and vector T satisfy property (Nor1-Nor3).

Proof The proof of this theorem is only a direct application of theorem 4.6.
We then give expressions for the matrices A0, Ai, i ∈ C, Bij , i, j ∈ C. The blocs
of the matrix A0 read

A
i,i

0 =




1
Σρ

01,3 01,3
ε0
T I3 03,3

Sym 1
µ0T

I3


 , A

ii,ii

0 =




ď%r − 1
Σρ

v̌%r ⊗v̌%r 0ns−1,3 0ns−1,1
ρ
T I3 03,1

Sym ρcv
T 2


 .

(5.22)
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Denoting by ξ = (ξ1, ξ2, ξ3)T, an arbitrary vector of R3, matrices Ai, i ∈ C, are
given by

∑

i∈C

Aiξi =




v ·ξ
Σρ

01,3 01,3 01,ns−1
ρ
Σρ
ξT 01,1

03,3 − 1
µ0T

T(ξ) 03,ns−1 03,3 03,1

03,3 03,ns−1 03,3 03,1

(ď%r− 1
Σρ

v̌%r ⊗v̌%r )v ·ξ %̌⊗ξ− ρ
Σρ

v̌%r ⊗ξ 0ns−1,1

ρv ·ξ
T I nR

T ξ
Sym ρcv

T v ·ξ



,

(5.23)
with %̌ = (ρ2, . . . , ρns)

T.

With regard to Bij , we use the split of B̃ij to write Bij = B
diff

ij + B
visc

ij ,
i, j ∈ C. Denoting by ξ = (ξ1, ξ2, ξ3)T and ζ = (ζ1, ζ2, ζ3)T arbitrary vectors of

R3, diffusion matrices B
diff

ij , i, j ∈ C, are given by

∑

i,j∈C

B
diff

ij ξiζj = B·ξB·ζ B
‖

+ (ξ·ζ −B·ξB·ζ)B
⊥

+ ξTT(B)ζ B
�
, (5.24)

where the matrices B
‖
, B
⊥

and B
�

have the block structure of property (Nor1).
An explicit calculation also yields

B
�,ii,ii

=
T

p




B
�
%,% 0ns−1,3 B

�
%,e

03,ns−1 03,3 03,1

B
�
e,% 01,3 B

�
e,e


 , � ∈ {‖,⊥,�}. (5.25)

where coefficients with � =‖ read

B
‖
%,% = ǏD‖% ǏT,

B
‖
%,e = ǏD‖% ( 1

T 2κ‖+ 1
T r),

B
‖
e,% = ( 1

T 2 κ̂‖+ 1
T r)

T
D‖% ǏT,

B
‖
e,e = p

T 3 λ
‖ + ( 1

T 2 κ̂‖+ 1
T r)

T
D‖% ( 1

T 2κ‖+ 1
T r),

those with � =⊥

B
⊥
%,% = ǏD⊥% ǏT,

B
⊥
%,e = Ǐ

[
D⊥% ( 1

T 2κ⊥+ 1
T r)− 1

T 2D
�
% κ�

]
,

B
⊥
e,% =

[
( 1
T 2 κ̂⊥+ 1

T r)TD⊥% − 1
T 2 κ̂�TD�%

]
ǏT,

B
⊥
e,e = p

T 3 λ
⊥ + ( 1

T 2 κ̂⊥+ 1
T r)TD⊥% ( 1

T 2κ⊥+ 1
T r)

− 1
T 4 (κ̂�TD⊥% κ�+κ̂�TD�% (κ⊥+T r)+(κ̂⊥+T r)TD�% κ�),
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and those with � = �

B
�
%,% = ǏD�% ǏT,

B
�
%,e = Ǐ

[
D�% ( 1

T 2κ⊥+ 1
T r) + 1

T 2D
⊥
% κ�

]
,

B
�
e,% =

[
( 1
T 2 κ̂⊥+ 1

T r)TD�% + 1
T 2 κ̂�TD⊥%

]
ǏT,

B
�
e,e = p

T 3 λ
� + ( 1

T 2 κ̂⊥+ 1
T r)TD�% ( 1

T 2κ⊥+ 1
T r)

+ 1
T 4 (−κ̂�TD�% κ�+κ̂�TD⊥% (κ⊥+T r)+(κ̂⊥+T r)TD⊥% κ�),

where we have introduce Ǐ, the ns−1 by ns rectangular matrix defined by blocks
by Ǐ = [0ns−1,1 Ins−1,ns−1].

Viscous matrices B
visc

ij , i, j ∈ C, are given by

∑

i,j∈C

B
visc

ij ξiζj = κB
div

(ξ, ζ) +

5∑

α=1

ηαB
ηα

(ξ, ζ), (5.26)

with

B
4

(ξ, ζ) =
1

T




0ns−1,ns−1 0ns−1,3 0ns−1,1

03,ns−1 B
4
v (ξ, ζ) 03,1

01,ns−1 01,3 0


 , (5.27)

for 4 ∈ {div, ηα, 1 6 α 6 5}. Expressions of these matrices are then

B
div

v (ξ, ζ) = ξ⊗ζ,

B
η1

v (ξ, ζ) = ξ·ζ I+ ζ⊗ξ − 2
3ξ⊗ζ,

B
η2

v (ξ, ζ) = 2ξ·ζT(B) + T(ξ)T(B)T(ζ) + 2ξTT(B)ζ I,

B
η3

v (ξ, ζ) = 2B·ξB·ζB⊗B− 2
3ξ⊗ζ + 2T(B)ζ⊗ξT(B)−T(B)ξ⊗ζT(B),

B
η4

v (ξ, ζ) = B·ξB·ζ(I− 4B⊗B) + ξ·ζB⊗B + B·ξ ζ⊗B + B·ζB⊗ξ,

B
η5

v (ξ, ζ) = −2B·ξB·ζT(B)−T(ξ)T(B)T(ζ)− 2ξTT(B)ζB⊗B.

Finally, we immediately obtain that the matrices A0(W),Ai(W), A
e

i , i ∈ C,
Bij(W), i, j ∈ C, and the vectors Ω(W), T (W,∂xW) are C∞ functions by using
the C∞ diffeomorphism V 7→W and the proposition 5.3. �

Proposition 5.7 According to the hyperbolic variables Wi and the parabolic
variables Wii, we can then split system (5.21) into hyperbolic and parabolic parts,





A
i,i

0 ∂tWi = −
∑

i∈C

A
i,i

i ∂iWi + Γi,

A
ii,ii

0 ∂tWii = −
∑

i∈C

(
A

ii,i

i +A
eii,i

i

)
∂iWi +

∑

i,j∈C

∂i

(
B

ii,ii

ij ∂jWii

)
+ Γii,

(5.28)
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where

Γi = Ωi −
∑

i∈C

(A
ei,ii

i + A
i,ii

i )Wii, Γii = Ωii + Tii −
∑

i∈C

(A
eii,ii

i + A
ii,ii

i )Wii.

Moreover, the matrices A
i,i

0 (W), A
ii,ii

0 (W), A
i,i

i (W), A
ii,i

i (W), A
eii,i

i (W), i ∈ C,

B
ii,ii

ij (W), i, j ∈ C, are C∞ functions of W ∈ OW, and the vectors Γi(W,∂xWii),

Γii(W,∂xWii) are C∞ functions of W ∈ OW and ∂xWii ∈ R3(ns+3).

Proof It is a direct application of theorem 5.6. �

5.3 Existence theorem

We now apply Theorem 4.7 to the system modeling multicomponent reactive
magnetized flows.

Theorem 5.8 (Local Existence) Consider the Cauchy problem for the sys-
tem (5.28) in R3





A
i,i

0 ∂tWi = −
∑

i∈C

A
i,i

i ∂iWi + Γi,

A
ii,ii

0 ∂tWii = −
∑

i∈C

(
A

ii,i

i +A
eii,i

i

)
∂iWi +

∑

i,j∈C

∂i

(
B

ii,ii

ij ∂jWii

)
+ Γii,

(5.28)

with initial conditions

W(0, x) = W0(x), x ∈ R3, (5.29)

where W0 ∈ Vl(R3), infR3 ρ0 > 0 and infR3 T 0 > 0.
Then there exits t0 > 0, such that (5.28), (5.29) admit an unique solution

W = (Wi
T,Wii

T)T with W(t, x) ∈ OW defined on the strip Q̄t0 = [0, t0]×R3,
continuous in Q̄t0 with its derivatives of first order in t and second order in x,
and for which the following inequalities hold :

sup
06t6t0

»
||ρ(t)||l +

nsP
k=2

˛̨
˛̨
˛̨
˛̨log

ρ
rk
k

ρr11
(t)

˛̨
˛̨
˛̨
˛̨
l

+
P
i∈C

`
||vi(t)||l+||Ei(t)||l+||Bi(t)||l

´
+ ||T (t)||l

–
< +∞,

inf
Q̄t0

ρ(t, x) > 0, inf
Q̄t0

T (t, x) > 0,

sup
06t6t0

»
||∂tρ(t)||l−1 +

P
i∈C

`
||∂tEi(t)||l−1 + ||∂tBi(t)||l−1

´–
< +∞,

Z t0

0

"
nsP
k=2

˛̨
˛̨
˛̨
˛̨∂t log

ρrkk
ρr11

(τ )

˛̨
˛̨
˛̨
˛̨
2

l−1

+
P
i∈C

||∂tvi(τ )||2l−1 + ||∂tT (τ )||2l−1+

nsP
k=2

˛̨
˛̨
˛̨
˛̨log

ρ
rk
k

ρr11
(τ )

˛̨
˛̨
˛̨
˛̨
2

l+1

+
P
i∈C

||vi(τ )||2l+1 + ||T (τ )||2l+1

!
dτ < +∞.
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Moreover, either t0 is as large as one wants, or there exists t1 such that the
theorem is true for any t0 < t1 and such that for t0 → t−1 , either the following
quantity,

||ρ(t0)||1,∞ +

ns∑

k=2

∣∣∣∣
∣∣∣∣log

ρrkk
ρr11

(t0)

∣∣∣∣
∣∣∣∣
2,∞

+ ||T (t0)||2,∞

+
∑

i∈C

(
||vi(t0)||2,∞ + ||Ei(t0)||1,∞ + ||Bi(t0)||1,∞

)
, (5.30)

or supQ̄t0 1/T is unbounded.

The proof of this theorem rests on the theoretical study of Vol’pert and Hud-
jaev [6], in particular on theorem 4.7. We have to verify its various assumptions,
after having defined function L by L(Wi,Wii) = 1/ρ+ 1/T . Moreover, we prove
that infR3 ρ(t,x) > 0 as long as (5.30) remains finite, so that only T may reach
the boundary of OW.

Proof We define the function L by L(Wi,Wii) = 1/ρ + 1/T . As we assume
that W0 ∈ Vl(R3), infR3 ρ0 > 0 and infR3 T 0 > 0, we immediately obtain that
property (Ex1) holds. Proposition 5.7 implies readily properties (Ex2-Ex4) and
(Ex7) on the regularity of matrices and vectors. Properties (Ex5-Ex6) concerning

symmetry of matrices A
i,i

0 , A
ii,ii

0 and A
i,i

i , i ∈ C, are obtained by using proper-
ties (S1-S2) obtained in theorem 5.6. Moreover, property (Nor2) yields readily
that property (Ex8) holds.

Finally, we note that from the conservation of ρ, we have

ρ(t,x) > inf
R3
ρ0(x) exp

[
−
∫ t

0

||∂x·v(s)||0,∞ds

]
,

and thus infR3 ρ(t,x) > 0 as long as (5.30) remains finite, so that only T may
reach the boundary of OW. �
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